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Abstract: Biometrics has developed to be one of the most relevant technologies used in Information Technology (IT) security. Unimodal biometric systems have a variety of problems which decreases the performance and accuracy of these systems. One way to overcome the limitations of the unimodal biometric systems is through fusion to form a multimodal biometric system. Generally, biometric fusion is defined as the use of multiple types of biometric data or ways of processing the data to improve the performance of biometric systems. This paper proposes to develop a model for fusion of the face and fingerprint biometric at the match score fusion level. The face and fingerprint unimodal in the proposed model are built using scale invariant feature transform (SIFT) algorithm and the hamming distance to measure the distance between key points. To evaluate the performance of the multimodal system the FAR and FRR of the multimodal are compared along those of the individual unimodal systems. It has been established that the multimodal has a higher accuracy of 92.5% compared to the face unimodal system at 90% while the fingerprint unimodal system is at 82.5%.
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1. INTRODUCTION
Biometrics has developed to be one of the most relevant technologies used in Information Technology (IT) security. It consists of the automatic recognition of individuals by analysing intrinsic human being characteristics which cannot be easily forgotten, lost, exchange or stolen, as it may happen with passwords or cards. [1] This property has made biometric recognition to be considered the most suitable solution for applications which entail security authentication such as access control, banking and border control. [1] There are other technologies that allow the automatic recognition of individuals such as ID tokens or passwords, but these technologies entail either that users must have with them a token or that users must memorize a password respectively. Biometrics only requires an intrinsic characteristic of the user. [2] There exist a wide number of biometric modalities as well as their possible combinations. Each of them is implemented with the appropriate biometric capture devices and algorithms to acquire and process the corresponding biometric characteristics. For example face recognition and fingerprint verification; speech and signature; fingerprint and finger geometry. [3] Multimodal biometric systems fuses different biometric data for verification. [4] This system takes the advantages each modality since each presents independent evidence to make the final decision hence decreasing the false acceptance rate (FAR) and false rejection rate (FRR). [5] 

2. RELATED WORKS
Over the recent years a large amount of experimentation in multi-biometrics has been done. The key to successful multi-biometric systems is in development of an effective fusion scheme, which is necessary to combine information presented by the multiple domain experts. [6]

2.1 Fusion in multimodal biometrics
Biometric evidence in a multibiometrics system can be fused at several different levels. The fusion can be divided into the following main categories:- Prior to matching fusion, fusion occurs before matching of biometrics is done. This includes the following fusion levels:- sensor level fusion and feature level fusion. After matching fusion, fusion is done after the fusion of biometric data. This includes the following fusion levels:- match score level fusion, rank level fusion and decision level fusion. [7]

2.1.1 Sensor level fusion
Fusion at the Sensor level involves combining the raw data from various biometric sensors and this fusion is recommended for multi-sample and multi-sensor systems. All the modalities must be compatible raw data and must be known in advance or estimated accurately. [7] New data for feature extraction is generated from the integration of the raw data acquired from the sensors. For example, in face biometrics, 3-D texture data and 2-D depth data that is obtained by two different sensors may be fused to produce a 3-D texture image of the face to be subjected to feature extraction. Fig. 1. Below shows the sensor level fusion. [8]
2.1.2. Feature level fusion
This refers to the fusion of feature vectors obtained from a number of feature sources. Examples of feature sources are: (a) feature vectors of a single biometric trait obtained from different sensors; (b) Feature vectors from a single biometric obtained from different entities, like fingerprint feature vectors from left and right hand; and (c) Feature vectors generated from multiple biometric traits. Fig. 2. Below shows the feature level fusion. [9]

Previous research on feature level fusion
Rattaini et al proposed to develop a multimodal system for face and fingerprint at the feature extraction level. The proposed approach was anchored on fusion of two traits by extracting independent features point sets from the two modalities and making the point sets compatible for concatenation. [9] To handle the problem of curse of dimensionality the features point sets were properly reduced in dimension. Different feature reduction techniques were implemented, prior and after the feature point set and the results duly recorded. The fused feature point set were matched using the point pattern matching or the Delaunay triangulation. [9] Face recognition in the proposed model was based on the scale invariant feature transform (SIFT). The proposed system considered spatial orientation and key point descriptors information of each extracted SIFT points. Thus the input to this system was face image while the output was a set of extracted SIFT features \( S = (S_1, S_2, \ldots, S_M) \) where each feature point \( S_i = (x, y, \theta, k) \), consists of the \((x, y)\) special location. The local orientation \( \theta \) and \( k \) is the key descriptor of size 1*128. [9] Fingerprint verification on this model was based on the minutiae matching technique where the fingerprint image was normalized, pre-processed using Gabor filters binarised and thinned, then subjected to minutiae extraction. [9] Other models based on the feature level fusion included Zhou and B. Bhanu who proposed feature level fusion for face and gait. [10]

2.1.3. Matching score level fusion
This fusion involves the combination of similarity scores provided by the individual matching module of the biometric systems to produce the final combined match score. This method is also known as measurement level fusion or confidence level fusion. The combined matched score output generated by biometrics matchers provide all the required information about the input biometrics. Matching score fusion is classified by the different approaches based on how the match score is processed. These are:- classifying the feature vector and combining the feature vector. Normalization is also needed because of the dissimilar match score generated by the various modalities. Fig. 3. Below shows the match score level fusion [7]
each unimodal has produced its outputs label that is, accept or reject in a verification system, a single final class label can be attained by using techniques such as majority voting. Fig. 4. Below shows the decision level fusion. [12]

![Decision level fusion](image)

**Fig. 3. Decision level fusion**

### Previous research on decision level fusion

Lin Hong and Anil Jain proposed a system for integrating face and fingerprint verification unimodal systems for personal identification. The proposed multimodal system integrated two different biometric systems (the face and fingerprint) and also incorporated a decision module to improve the identification performance. [13] The proposed system used the eigenface approach for face recognition and was composed of two stages: [13]

1. The training stage - stage in which a set of training face images were collected and used to train the model.
2. The operation stage - stage in which each test image is projected into the M-dimensional eigenface for recognition.

While for the fingerprint recognition the proposed system used the minutiae extraction followed by the minutiae matching method. [13] The match/ not match decision for the proposed system was determined by the following criterion:-

\[
ID(I) = \begin{cases} 1, & \text{if } H_k(\Delta X_k, Y_k) < \text{FAR and} \quad (H_k(\Delta X_k, Y_k) = \min(H_1(\Delta X_1, Y_1), ..., H_n(\Delta X_n, Y_n))) \\ \text{imposter otherwise} \end{cases}
\]

Where \( \Delta X_i = \Delta X_{i+1} - X_i \),

Since \( H_i(\Delta, Y) \), define the probability that an imposter is accepted at rank i with consecutive relative DFFS.A fingerprint matching score, Y, the above decision criterion satisfies the FAR specification. [13]

#### 2.1.6. Other approaches to fusion

In July 2012 Dr Shubhangi D C et al proposed the Face and Fingerprint recognition algorithm by combining ridge based matching for the fingerprint unimodal and Eigen for Face unimodal. This by recognition of the face first followed by the fingerprint recognition. The fingerprint recognition was based on the core and minutiae detection of the fingerprint data. The Eigen faces were used to classify the face image which was then followed by the training of Neural Network to perform pattern recognition and identification. [14]

#### 2.1.7. Summary on fusion levels

For fusion to achieve higher performance than unimodal systems, the choice of appropriate fusion level is important. Biometric systems (matchers) that fuse data at earlier levels tend to be have a higher performance than those that do the fusion at a later levels. Sensor-level fusion deals with one of the major problems of the unimodal systems (noisy sensor data) but all other problems associated with unimodal biometric systems still remain. Fusion at the feature level achieves a high performance but is very hard to achieve due dimensionality problem and the unknown relationship between the feature spaces of the different biometric systems. Performance of the fusion system at the decision level is low since only a small amount of information is available at this level. The match score level has been studied extensively in literature, fusion produces acceptable performance rates though normalization is sometimes required for the scores data from different unimodal. Normalization is computationally very expensive, and an ill-chosen normalization technique results in a very low recognition performance rate. Fusion at the rank level has not been studied extensively in literature though it is possible to achieve high performance.

#### 2.2. SIFT algorithm

The Principal component analysis (PCA) and 2D principal component analysis (2D PCA) are some of the algorithms used for extracting face and fingerprint information. These algorithms are sensitive to light, expression and pose, et cetera. To overcome these problems, Scale Invariant Feature Transform (SIFT) was introduced to be used for feature extraction. SIFT method has the advantages of rotation invariance, scale invariance has strong robustness for occlusion problem and noise and affine invariance. [15] SIFT is an algorithm in machine vision used to extract specific features of an images for applications such as matching various views of an object and identifying objects. During the feature extraction the images is pre-processed to obtain better performance by reducing the noise. The image is then subjected to the scale space extrema detection by use of cascade filtering approach to identify the locations of the candidate key points which are invariant to scale changes of the image. Key point localization is then performed on the image to remove all the unrealistic key points that is those with low contrast or is poorly localized along an edge. The image is then finally assigned a consistent orientation based on local image properties in order to achieve an image that is invariant to image rotation. The next stage involves the image description where a key point descriptor is first done followed by the object recognition. The key point descriptor is computed for the local image region which is highly distinctive for each key point. Object recognition uses the K Nearest Neighbour (KNN) to produce confidence levels by key point matching. [16] SIFT mainly includes four steps which are scale-space extremum detection, removal of unreliable key points, orientation assignment and matching. [15] Scale space detection of extreme value in space scale: In SIFT, scale transformation is done by Gaussian convolute on and the descriptor, \( L(x, y, \sigma) \) of input image \( I(x, y) \) in the difference scale can be expressed by the equation (3)

\[
L(x, y, \sigma) = (G(x, y, \sigma) \ast I(x, y)
\]

Where \( \sigma \) is scale factor and Gaussian convolution kernel \( G(x, y, \sigma) \) is given as

\[
G(x, y, \sigma) = \frac{1}{2\pi\sigma^2}e^{-(x^2+y^2)/2\sigma^2}
\]
After the convolution, the calculated image is a Gaussian image. \( L(x, y, \sigma) \). The image \( I(x, y) \) zoom with \( \sigma \), and the smoothness of the image would change with the change of \( \sigma \), and then a series of scale image could be obtained. [15] According to those scale images, the extreme point (key-points (interest points)) will be detected while the filtering out key-points: The location of key-point is considered to filter out the key-points which are sensitive to noise or have no edge effect. So far that Taylor quadratic expansion, DoG \((x, y, \sigma)\) can delete the extreme points which have lower contrast, and the value of Hessian vector and the ratio of determinant can reduce the edge effect.

\[
D(x, y, \sigma) = (G(x, y, k\sigma) - G(x, y, \sigma)) \ast I(x, y) = L(x, y, k\sigma) - L(x, y, \sigma)
\] (3)

Orientation is assigned to each key point by adding a histogram of gradient orientation \( \theta(x, y) \) weighted by the gradient magnitudes \( m(x, y) \) from the key point’s neighbourhood.

\[
m(x, y) = \sqrt{(L(x + 1, y) - L(x - 1, y))^2 + (L(x, y + 1) - L(x, y - 1))^2}
\]

\[
\sigma(x, y) = \tan^{-1}((L(x, y + 1) - L(x, y - 1)) / (L(x + 1, y) - L(x - 1, y)))
\] (6)

Where \( L \) is a Gaussian smooth image with a closet scale to that of a key point. [15]

2.3. (KNN) classifier

K-nearest neighbour algorithm (k-NN) is a type of instance based learning algorithm whereby, the function is only estimated locally while all computations are done during classification. K-NN classifies data entity based on the closest training data in the feature space. In this algorithm an entity classification is based on majority vote of its neighbours, and the test entity (t) is assigned to the class which is most common among its k nearest neighbours (k refers to a small positive integer). [15] Although there is no need for training in this algorithm, the neighbours may be regarded as training entities and are chosen from a set of entities for which their classification is known. When k is 1 the test entity is assigned to the class of its nearest neighbour. [15] Feature vectors and class of the training samples are stored in the training stage of the algorithm while in the classification stage, k is decided by the user. A test vector is classified by assigning it the label which is most common among the k training data neighbours. Hamming distance is mostly used for text classification. [15] In high-dimensional spaces, standard k-d tree search often performs poorly, however, Best Bin First (BBF) which is a variant of this search efficiently finds nearest neighbours in limited search time. This type of search has wider application in shape indexing, vision-related et cetera. [15]

3. Methodology

3.1. Fingerprint recognition

A fingerprint is composed of numerous furrows and ridges which are parallel. However, in fingerprint recognition, fingerprints are not distinguished by their furrows and ridges but are distinguished by minutia.

Fingerprint recognition method used in this research

This research used the SIFT algorithm which is used for extending characteristic feature points of fingerprint beyond minutiae points. The fingerprint image is converted into a collection of local feature vectors which are invariant to rotation, scaling in addition to translation. These features were extracted to perform matching in a scale space extrema through a staged filtering methodology, and were robust to variations in noise, occlusion, illumination, and small changes in viewpoint. The features were also distinct allowing for accurate object recognition with low probability of mismatch. For this research the best way to match each key point was to identify its nearest neighbour in the key point’s database which is the key point with minimum hamming distance from the invariant descriptor vector. To search the nearest neighbour of the key points in a high dimensional spaces the BBF algorithm was adopted. The BBF algorithm is based on the k-d tree search algorithm. K-d tree makes indexing higher dimensional spaces possible so that bins in feature space are searched in ascending order from the query point hence, returns the closest neighbour for a large fraction of queries and a very close neighbour.

3.2. Face recognition

The distinctiveness of a face can be determined by the overall, shape, structure and proportions of the face that is, the sides of the mouth, upper outlines of the eye sockets, distance between the eyes, nose, mouth, and jaw edges, the area surrounding the cheekbones and the location of the nose and eyes.

Face recognition method used in this research

This research used the SIFT algorithm. The face image is converted into a collection of local feature vectors which are invariant to rotation, scaling in addition to translation. These features were extracted to perform matching in a scale space extrema through a staged filtering methodology, and were robust to variations in noise, occlusion, illumination, and small changes in viewpoint. The features were also distinct allowing for accurate object recognition with low probability of mismatch. For this research the best way to match each key point was to identify its nearest neighbour in the key point’s database which is the key point with minimum hamming distance from the invariant descriptor vector. To search the nearest neighbour of the key points in a high dimensional spaces the BBF algorithm was adopted. The BBF algorithm is based on the k-d tree search algorithm. K-d tree makes indexing higher dimensional spaces possible so that bins in feature space are searched in ascending order from the query point hence, returns the closest neighbour for a large fraction of queries and a very close neighbour.

3.3. Face and fingerprint multi-biometric
**Fig. 1 proposed fusion model**

Fig. 1 shows the sensor level fusion. The fingerprint recognition is responsible for matching the input fingerprint against the fingerprint template stored in the database to obtain fingerprint matching scores. Face recognition is responsible for matching the input fingerprint against the template stored in the database. Score level fusion integrates matching scores (score A and score B) to make a score S used to make the final decision. The simple weighted fusion is the suggested score fusion strategy in this research and the fusion score S will be computed as follows:

\[
S = w_1 s_a + w_2 s_b
\]  

Where: \(s_a\) and \(s_b\) are fingerprint and face matching scores, \(w_1\) and \(w_2\). Are fingerprint and face weights. For this research the weight will be over the range of \([0, 1]\) such that the constant \(w_1 + w_2 = 1\), is satisfied.

\[
w_1 + w_2 = 1\]

Since both the face and fingerprint unimodal used SIFT detection and measurements were done by the use of Euclidean distance no normalization was required before the scores were fused.

### 3.3.1. Input to the model

The experimental data was composed of 40 subjects. This was composed of 40 subjects with 10 distinct face images and 8 distinct fingerprint images. A total of 720 positive images and 80 negative images are to be used. Out of this, 360 positive face images and 280 positive fingerprint images are used to build the model while the remaining 80 positive images and 80 negative images are to be used for testing the model.

### 3.3.2. Output of the model

Given that this research is dealing with an identification problem in biometrics. The identification problem in this research may be stated as follows be:- Given an input feature vector, \(X_Q\) to determine the identity \(I_k\) \(k \in \{1, 2, ..., N, N + 1\}\). Here \(I_1, I_2, ..., I_N\) are the identities stored in the database and \(I_{N+1}\) indicates the not match where no suitable identity can be determined for the user.

Hence

\[
X_Q \in \{ I_k \text{ if } \max \{S(X_Q, X_{ik})\} \geq T, K = 1,2, ..., N \text{ otherwise not match}\}
\]

Where \(X_i\) is the biometric template corresponding to identify \(I_k\) and \(t\) is predefined threshold. Hence the expected outcome will be match or not match for the given biometric data. Table 1. Gives a sample output produced by the multimodal system multimodal system.

### 3.4. Evaluation of the multimodal biometrics

The evaluation of the proposed multimodal model was done against the face and the fingerprint unimodal models developed using SIFT algorithm. The face and fingerprint unimodal were also evaluated against each other to establish which unimodal performs better than the other. The performance evaluation is done using the FAR (false acceptance rate) and FRR (false rejection rate).

\[
\text{FAR} = \frac{N_a}{N}
\]

\[
\text{FRR} = \frac{N_t}{N}
\]

Where \(N_a\) is the number of imposters which were falsely accepted i.e. scores of imposters match are more than \(T\). \(N_t\) is the number of genuine sample which were false rejected i.e. score of genuine match \(T\); \(N\) is total number of match: \(T\) is the threshold.

### 4. EXPERIMENTAL RESULTS AND DISCUSSION

#### 4.1. Experimental data

The fingerprint database was derived from the FVC 2004 (fingerprint verification competition) and contains four different databases DB1, DB2, DB3 and DB4. Each database has eight different images and has 10 distinct subjects, hence making a total of 400 from all the databases. The data was then divided into two training data (360 images) and the testing data (40 images). [17] The fingerprint database was derived from the face 94. The data was then divided into two; one for model creation (280 images) and the second was testing data (40 images). [18] The simulation has been built.
using the python programming language. Table 2. Shows the Data from secondary sources.

**Table 1. Data from secondary sources**

<table>
<thead>
<tr>
<th>Image</th>
<th>Number to be used in building the model</th>
<th>Number to be used in testing the model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fingerprint images</td>
<td>280 positive images</td>
<td>40 negative images</td>
</tr>
<tr>
<td>Face images data</td>
<td>360 positive images</td>
<td>40 negative images</td>
</tr>
</tbody>
</table>

The unimodal databases were combined to form a chimeric multimodal dataset. The creation of chimeric datasets for the purpose of multi-modal biometrics experimentation has become a common practice owing to a lack of publicly available genuine multi-modal data. In chimeric datasets, samples of one modality from one set of users are arbitrarily paired with samples of a second modality from a different set of users to create “virtual identities”. Chimeric datasets rely on the assumption that the modalities being fused are independent of one another, though for many years this independence was not formally tested. Recently, several studies have been done to investigate the validity of the independence assumption.

### 4.2. Experimental Results and discussion

#### I. Fingerprint Recognition using SIFT

**a. Fingerprint image before being subjected to SIFT algorithm**

![Test image before processing](Image)

![Training image before processing](Image)

**b. Fingerprint image after Key point and descriptors have been identified using SIFT**

![Test Image](Image)

![Training Image](Image)

**c. Fingerprint Matching of the two images**

From the fingerprint recognition module the error rate curve and the receiver operating curves of the fingerprint were drawn as shown below in Table 3.

**Table 2. FAR and the FRR of the fingerprint at different threshold values**

<table>
<thead>
<tr>
<th>Threshold</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>13</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
<th>29</th>
<th>30</th>
<th>31</th>
<th>35</th>
<th>38</th>
<th>40</th>
<th>43</th>
<th>47</th>
<th>54</th>
<th>70</th>
<th>71</th>
<th>72</th>
<th>75</th>
<th>88</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td>0.0125</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FRR</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.975</td>
<td>0.725</td>
<td>0.725</td>
<td>0.725</td>
<td>0.65</td>
<td>0.625</td>
<td>0.6</td>
<td>0.575</td>
<td>0.575</td>
<td>0.55</td>
<td>0.5</td>
<td>0.45</td>
<td>0.425</td>
<td>0.425</td>
<td>0.425</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.175</td>
<td></td>
</tr>
</tbody>
</table>

The graph below shows the error rate curve of the fingerprint. The point of intersection of the FAR and the FRR forms the threshold of the fingerprint unimodal as this is the point where the FAR and the FRR are most similar as shown in fig. 6.

![Fig. 4 FAR and FRR curves of fingerprint](Image)

The ROC curve in fig. 7 and the Table 4 shows the genuine acceptance rate (GAR) against the false acceptance rate (FAR) of the fingerprint unimodal. The GAR is used to measure the accuracy of a biometric system which from the model is 82.5%.

**Table 3. FAR and the GAR of the fingerprint at different threshold values**

<table>
<thead>
<tr>
<th>FAR</th>
<th>0.0125</th>
<th>0.0375</th>
<th>0.05</th>
<th>0.0625</th>
<th>0.1125</th>
<th>0.1375</th>
<th>0.175</th>
<th>0.3375</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAR</td>
<td>1</td>
<td>0.8975</td>
<td>0.9625</td>
<td>0.95</td>
<td>0.9375</td>
<td>0.8875</td>
<td>0.8625</td>
<td>0.825</td>
</tr>
</tbody>
</table>
From the face recognition module the error rate curve and the receiver operating curves of the face were drawn as shown in Table 5

**Table 4. FAR and the FRR of the face at different threshold values**

<table>
<thead>
<tr>
<th>Threshold</th>
<th>FAR</th>
<th>FRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0125</td>
<td>0.9875</td>
</tr>
<tr>
<td>5</td>
<td>0.005</td>
<td>0.995</td>
</tr>
<tr>
<td>10</td>
<td>0.0025</td>
<td>0.9975</td>
</tr>
<tr>
<td>15</td>
<td>0.00125</td>
<td>0.99875</td>
</tr>
</tbody>
</table>

The graph in Fig 8 shows the error rate curve of the face. The point of intersection of the FAR and the FRR forms the threshold of the face unimodal as this is the point where the FAR and the FRR are most similar.

**Fig. 6 FAR and FRR curves of fingerprint**

The ROC curve in Fig 9 and Table 6 shows the genuine acceptance rate (GAR) of the face unimodal against the false acceptance rate (FAR). The GAR is used to measure the accuracy of a biometric system. The accuracy of the face unimodal in this research was 90%

**Table 5. FAR and the GAR of the face at different threshold values**

<table>
<thead>
<tr>
<th>Threshold</th>
<th>GAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.025</td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
</tr>
<tr>
<td>10</td>
<td>0.175</td>
</tr>
<tr>
<td>15</td>
<td>0.225</td>
</tr>
<tr>
<td>20</td>
<td>0.25</td>
</tr>
<tr>
<td>25</td>
<td>0.3</td>
</tr>
<tr>
<td>30</td>
<td>0.35</td>
</tr>
<tr>
<td>35</td>
<td>0.4</td>
</tr>
<tr>
<td>40</td>
<td>0.425</td>
</tr>
<tr>
<td>45</td>
<td>0.5</td>
</tr>
<tr>
<td>50</td>
<td>0.525</td>
</tr>
<tr>
<td>55</td>
<td>0.6</td>
</tr>
<tr>
<td>60</td>
<td>0.625</td>
</tr>
<tr>
<td>65</td>
<td>0.65</td>
</tr>
<tr>
<td>70</td>
<td>0.7</td>
</tr>
<tr>
<td>75</td>
<td>0.725</td>
</tr>
<tr>
<td>80</td>
<td>0.75</td>
</tr>
<tr>
<td>85</td>
<td>0.8</td>
</tr>
<tr>
<td>90</td>
<td>0.825</td>
</tr>
<tr>
<td>95</td>
<td>0.875</td>
</tr>
<tr>
<td>100</td>
<td>0.9</td>
</tr>
<tr>
<td>105</td>
<td>0.925</td>
</tr>
<tr>
<td>110</td>
<td>0.925</td>
</tr>
<tr>
<td>115</td>
<td>0.95</td>
</tr>
<tr>
<td>120</td>
<td>0.95</td>
</tr>
</tbody>
</table>

**II. Face Recognition using SIFT algorithm**

a. Face images before being subjected to SIFT algorithm

b. Face image after Key point and descriptors have been identified using SIFT

c. Face Matching of the two images
Face and fingerprint Multimodal

The FAR and FRR is used to evaluate the performance of the face unimodal, fingerprint unimodal and the proposed face and fingerprint multimodal biometric system. The graph in Fig.10 and Table 7 shows the FAR and the FRR of the proposed multimodal system, the EER is at the point of intersection of the two curves and this forms the threshold of the proposed multimodal system, and it’s the point where the FAR and FRR are most similar.

Table 6. FAR and the FRR of the multimodal at different threshold values

<table>
<thead>
<tr>
<th>Threshold</th>
<th>0</th>
<th>0.05</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
<th>0.25</th>
<th>0.3</th>
<th>0.35</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>FRR</td>
<td>0.5</td>
<td>0.475</td>
<td>0.475</td>
<td>0.4625</td>
<td>0.425</td>
<td>0.425</td>
<td>0.3875</td>
<td>0.375</td>
<td>0.35</td>
</tr>
</tbody>
</table>

The ROC curve below shows the genuine acceptance rate (GAR) of the face unimodal, fingerprint unimodal and the proposed multimodal against the false acceptance rate (FAR). The GAR is used to measure the accuracy of biometric systems. From the curves it is clear that the multimodal performs better than the face and fingerprint unimodal. It is also remarkable to note that the face unimodal performs better than the fingerprint unimodal system.

Table 7. FAR and the GAR of the fingerprint, face and multimodal at different threshold values

Unimodal biometric fingerprint recognition and the face unimodal biometric system performance is compared against the multi modal biometric system. The performance is analysed using the FAR and FRR of the models. Table 9 below shows the evaluation of the proposed multimodal systems against the respective unimodal systems.

Table 8. Evaluation of the proposed multimodal system model

<table>
<thead>
<tr>
<th>Models</th>
<th>FAR</th>
<th>FRR</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face unimodal system</td>
<td>12.5%</td>
<td>10.0%</td>
<td>90.0%</td>
</tr>
<tr>
<td>Fingerprint unimodal system</td>
<td>17.5%</td>
<td>17.5%</td>
<td>82.5%</td>
</tr>
<tr>
<td>Proposed Multimodal system</td>
<td>3.75%</td>
<td>7.5%</td>
<td>92.5%</td>
</tr>
</tbody>
</table>

From Table 9, Evaluation of the proposed multimodal system; It can be seen that the multimodal system has a higher accuracy at 92.5% and also reduces the error rates (FAR and FRR) of the individual unimodal systems.

5. CONCLUSION

In this paper a model for fusion of the face and fingerprint multimodal system has been presented. SIFT has been used for feature extraction and image description of the face and fingerprint images. Finally, matching is done using KNN by comparing an image to images stored in the database. The Sum rule has been used to fuse the score at the match score level. The experiment result of the proposed system has also
been tested against the face and the fingerprint unimodal system and it has been established that the multimodal system performs better than the unimodal system with an accuracy of 92.5%, FRR of 7.5% and FAR of 3.75%
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