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Abstract: When a driver falls asleep, then the driver loses control over the vehicle, an action which often results in a crash with either another vehicle or any object. In order to prevent these devastating accidents, there is an approach which is developed, in this system the state of drowsiness of a driver is monitored. This work proposed computer vision based smart drowsiness system in which properties of eye pixels from video frames tells the status of the eye of a driver. The camera can be placed in the intersection part of the front mirror on a side of the vehicle from which continuous video acquisition can be adopted to give real time value of the stage of drowsiness of a driver. The system used face and eye localization method which is carried out on a frame. Then eye patches are extracted from number of frames which resembled closed and open eyes. Then feature extraction is carried out in statistic features, discrete wavelet transform (DWT) and local binary pattern (LBP) features has been extracted which varies according to intensity of the pixels in the eye patches. Then machine learning is adopted to train number of classifiers based on closed and open eye patches. Finally testing is carried out which tells a particular frame eye localized patch, if it is in state of drowsy or not. Four different classifiers are used to evaluate the performance of the proposed real time drowsiness detection system named as SVM, k-nearest neighbor, decision tree and artificial neural networks which are tested on three different types of feature extraction methods. Out of all, LBP based feature extraction and SVM and kNN based classification gives approx. 97% accuracy in true classification of eye patches

Index Terms: Driver Drowsiness, LBP, WLD, Face & Eye Detection.

1 INTRODUCTION
Fatigue, drowsiness and sleepiness are often used synonymously in driving state description. Involving multiple human factors, it is multidimensional in nature that researchers have found difficult to define over past decades. Despite the ambiguity surrounding fatigue, it is a critical factor for driving safety. Studies have shown that fatigue is one of the leading contributing factors in traffic accidents worldwide. It is particularly critical for occupational drivers, such as drivers of buses and heavy trucks, due to the fact that they may have to work over a prolonged duration of the driving task, during the peak drowsiness periods.

1.1 FEATURES USED IN DROWSINESS DETECTION
One solution to this serious problem is the design of an intelligent vehicle capable of predicting driver drowsiness and preventing drowsy driving. One of the major methods for detecting the driver's drowsiness is the percentage of eyelid closure over time over the pupil (PERCLOS). Physiological tests such as electroencephalogram (EEG), electrocardiogram (ECG), eye closure capture, facial features, or driving performance (such as steering, lane departure etc.) are used to detect drowsiness. While driving if drowsiness is observed, audible sound vibrations, or warning messages on a display are generally used to alert the driver to focus on driving or to take rest. Such techniques allow the drowsy driver to prevent drowsiness-related collisions in a moment, but by being just aware of it, it is difficult to get rid of drowsiness. As we noted in the literature review, most of the approaches need a lot of equipment that can not be applied in real life.

Furthermore, most of the methods that rely on camera input to detect opening and closing eyelids should not be tested as they can be applied in real time as most scholars take pictures as the camera is positioned in front of the driver's road view. As for the clear view, the camera can not be mounted on the front mirror. Second, most papers have drawbacks when there is high luminance caused by sunlight as well as bad weather conditions during dim light

2 LITERATURE SURVEY
Cheng et. al. [25] presented a nonintrusive drowsiness recognition method using eye tracking and image processing. To address the problems caused by changes in illumination and driver posture, a robust eye detection algorithm is introduced. Six measurements are measured with eyelid closure percentage, total closure length, and blink rate, average eye-opening level, opening eye velocity, and closing eye velocity. Such measures are combined using the Fisher’s linear discriminate functions using a step-by-step approach to reduce correlations and extract an independent index. Results in driving simulator experiments with six participants show the efficacy of this video-based drowsiness recognition process, which provided 86 percent accuracy. Zoroofi et. al. [16] presented a new module for automatic driver drowsiness detection based on visual information and Artificial Intelligence. The objective of this system is to locate, track and assess both the face and eyes of the driver in order to calculate a drowsiness index to avoid accidents. Haar-like features and AdaBoost classifiers perform both face and eye detection. They propose a new approach, which is a combination of detection and object tracking, to achieve better accuracy in face tracking. The proposed method of face tracking also has the ability to self-correct. Local Binary Pattern (LBP) is used to extract eye characteristics after the eye region is found. An SVM classifier was trained to perform eye status analysis using these features. A drowsy individual was filmed while his EEG signals were taken to evaluate the efficiency of the proposed method. In this video, they are able to track the face with a 100% accuracy and detect eye blinking with a 98.4% accuracy. They can also calculate face orientation and tilt using eye position, which is a valuable
knowledge for a driver concentration. They can finally make a decision about driver’s drowsiness and distraction. Experimental result show high accuracy in each section making this system effective for the detection of driver drowsiness.

3 METHODOLOGY
Every drowsiness detection system has several main modules such as face and eye detection, tracking, etc. In a new algorithm for detecting iris, pupil based on color information will be explored. This algorithm could analyze eye state and make decision about level of fatigue. Searches eye region in whole image with this assumption that sclera is always brighter than iris and hence by accounting texture features i.e. LBP or transformation features i.e. DWT etc. a classifier can be trained and tested which can describe the current status of eye. Different classifiers i.e. KNN, SVM, ANN, Decision tree etc. can be explored.

4 PROPOSED WORK

5 RESULTS AND DISCUSSIONS
5.1 Results
Given an image feature set, different classifiers are used to classify the images into two condition i.e drowsiness and non-drowsiness. Contourlet transform and its WLD has been used as an efficient feature extractor which gives more accuracy as compared to simple LBP. The Local Binary Pattern (LBP) operator is an operator that describes the surroundings of a pixel by generating a bit code from the binary derivatives of a pixel. The operator is usually applied to gray scale images and derivative of the intensities. The problem of variations to rotations in LBP arises due to the fixed arrangement of weights but when we use contourlet transform and web local descriptors of its coefficients, more effective features has been generated. We have used four classifiers artificial neural network, K-nearest neighbor, support vector machine and decision trees. The classifiers have been trained by training data is now tested that how much they learn to identify drowsiness image this is done by giving testing data to the classifiers. The outputs are calculated for all the images present in the testing data and compared with the tag values to evaluate the performance of each classifier respectively. The performance evaluation of the proposed method and comparison with existed methods has been displayed through images as well as tables. The results for each step have been shown as under.
5.2 Biodiversity Classification Matrix
The performance of classifier is analyzed using confusion matrix. It displays the number of correct and incorrect predictions made by the model compared with the actual classifications in the test data. It is an n-by-n array showing relationships between true and predicted classes, where n is the number of classes. In the field of artificial intelligence, a confusion matrix is a visualization tool typically used in supervised learning. Each column of the matrix represents the instances in a predicted class, while each row represents the instances in an actual class. One benefit of this matrix is that it is easy to see if the system is confusing two classes (i.e. commonly mislabeling one as another). A confusion matrix contains information about actual and predicted classifications done by a classification system. A confusion matrix can be made by using values of True Negatives, False Positives, False Negatives and True Positives. These are the standard terms for performance analysis of a classifier. They represent the four different possible outcomes of a single prediction for a two-class case with classes “1” (“yes”) and “0” (“no”). A false positive is when the outcome is incorrectly classified as
"yes" (or "positive"), when it is in fact "no" (or "negative"). A false negative is when the outcome is incorrectly classified as negative when it is in fact positive. True positives and true negatives are obviously correct classifications.

**Figure 8: Confusion matrix for two class classifier**

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>YES</td>
<td>TP</td>
</tr>
<tr>
<td>NO</td>
<td>FP</td>
</tr>
</tbody>
</table>

5.3 Classification Accuracy

We use MATLAB software to verify the algorithm. MATLAB is a high-performance language for technical computing. It combines computation, visualization, and programming in an easy-to-use environment where problems and solutions are expressed in familiar mathematical notation. The information which is required for further processing on the captured frame may be degraded due to fluctuations of light or proper illumination problem, & the same image capture by camera is known as raw image. Eye patches have been extracted from whole dataset and feature extraction has been carried out using LBP and RLBP texture algorithms. After that classifiers has been used to classify the dataset into two categories i.e. drowsiness or not. The classification accuracy is the extent to which the classifier is able to correctly classify the exemplars and is summarized in the form of confusion matrix to the test data. This is defined as the ratio of the number of correctly classified patterns (TP and TN) to the total number of patterns (species) classified.

The formulas

\[
\text{Precision} = \frac{TP}{(TP+FP)}
\]

\[
\text{Recall} = \frac{TP}{(TP+FN)}
\]

\[
\text{F-Measurement} = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{(\text{Precision} + \text{Recall})}
\]

\[
\text{Accuracy} = \frac{TP+TN}{TP+TN+FP+FN}
\]

**Figure 9: Results in tabular form using LBP based texture descriptors and classifiers**

<table>
<thead>
<tr>
<th></th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Precision</th>
<th>Sensitivity</th>
<th>F_sco re</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>900</td>
<td>78</td>
<td>10</td>
<td>16</td>
<td>0.9890</td>
<td>0.9825</td>
<td>0.9857</td>
<td>0.9741</td>
</tr>
<tr>
<td>Decision tree</td>
<td>847</td>
<td>74</td>
<td>14</td>
<td>69</td>
<td>0.9837</td>
<td>0.9246</td>
<td>0.9532</td>
<td>0.9173</td>
</tr>
<tr>
<td>KNN</td>
<td>908</td>
<td>75</td>
<td>13</td>
<td>8</td>
<td>0.9858</td>
<td>0.9912</td>
<td>0.9882</td>
<td>0.9790</td>
</tr>
<tr>
<td>ANN</td>
<td>889</td>
<td>81</td>
<td>7</td>
<td>27</td>
<td>0.9921</td>
<td>0.9705</td>
<td>0.9812</td>
<td>0.9661</td>
</tr>
</tbody>
</table>

**Figure 10: Results in tabular form using DWT based texture descriptors and classifier**

<table>
<thead>
<tr>
<th></th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>precision</th>
<th>Sensitivity</th>
<th>F_sco re</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>881</td>
<td>86</td>
<td>2</td>
<td>35</td>
<td>0.9977</td>
<td>0.9617</td>
<td>0.9794</td>
<td>0.9631</td>
</tr>
<tr>
<td>Decision tree</td>
<td>712</td>
<td>72</td>
<td>16</td>
<td>204</td>
<td>0.9780</td>
<td>0.7772</td>
<td>0.8661</td>
<td>0.7808</td>
</tr>
<tr>
<td>KNN</td>
<td>868</td>
<td>88</td>
<td>0</td>
<td>48</td>
<td>1.0000</td>
<td>0.9475</td>
<td>0.9730</td>
<td>0.9521</td>
</tr>
<tr>
<td>ANN</td>
<td>826</td>
<td>84</td>
<td>4</td>
<td>90</td>
<td>0.9951</td>
<td>0.9017</td>
<td>0.9461</td>
<td>0.9063</td>
</tr>
</tbody>
</table>

**Figure 11: Results in tabular form using Statistics based texture descriptors and classifiers**

<table>
<thead>
<tr>
<th></th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>precision</th>
<th>Sensitivity</th>
<th>F_sco re</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>916</td>
<td>4</td>
<td>84</td>
<td>0</td>
<td>0.9160</td>
<td>1</td>
<td>0.9561</td>
<td>0.9163</td>
</tr>
<tr>
<td>Decision tree</td>
<td>860</td>
<td>75</td>
<td>13</td>
<td>56</td>
<td>0.9851</td>
<td>0.9388</td>
<td>0.9614</td>
<td>0.9312</td>
</tr>
<tr>
<td>KNN</td>
<td>791</td>
<td>63</td>
<td>25</td>
<td>125</td>
<td>0.9693</td>
<td>0.8635</td>
<td>0.9133</td>
<td>0.8505</td>
</tr>
<tr>
<td>ANN</td>
<td>884</td>
<td>77</td>
<td>11</td>
<td>32</td>
<td>0.9877</td>
<td>0.9650</td>
<td>0.9762</td>
<td>0.957</td>
</tr>
</tbody>
</table>
The above Figure shows the results of Precision obtained for all the classifiers based on LBP, DWT, and Statistics based descriptors. It can be seen that all the classifier obtained higher precision value for extracting the features of images. It can be observed that the LBP and DWT based descriptors shows the effective results in terms of Precision. Figure 13 shows the result of sensitivity for different classifier and methods of feature extraction. Here, the LBP based descriptor shows the highest sensitivity results as compared to the results of other descriptors which show that it is better than other descriptors because high values of sensitivity mean the correctness of the classifier’s output and correctness in predicting the results from image.

Figure 12: Precision using different classifiers and feature extraction methods

Figure 13: Sensitivity value using different classifiers and feature extraction methods

Figure 14 shows the results of F-score measure based on feature extraction methods for all the classifiers. The value of F-score measure is assumed to be good if it is closer to 1 and it can be seen from the figure 5.8 that all the classifiers outperforms for the different descriptors. But the LBP based descriptor’s F-score is higher as compared to other two descriptors.

Figure 14: F-score value using different classifiers and feature extraction methods

Figure 15: Accuracy value using different classifiers and feature extraction methods

The above figure shows the accuracy of all the classifiers based on different descriptors. The accuracy specifies the closeness of the calculated result with the previously known result. Thus, it can be seen from the graph that the results have higher accuracy for all the classifiers. But the LBP based descriptors has much higher accuracy for all the classifiers as compared to the other descriptors. From the table and graphs above it has been found that there is more accuracy in classification using the proposed feature extraction algorithm. We have used local binary pattern (LBP) which considers the effective texture features. We have tested the LBP and RLBP features using four different classifiers i.e. KNN, ANN, SVM and decision tree in which all classifiers gives high accuracy when proposed feature set is used. Hence founds it better than original LBP features.
6 CONCLUSION
The never-ending history of traffic accidents all over the world is due to deterioration of driver’s vigilance level. Drivers with lack of vigilance level suffers from a marked decline in their perception, recognition and vehicle controllable ability, therefore pose a serious danger to their own lives and lives of other people. For this reason, developing systems that monitors the driver’s level of drowsiness and alerting the driver of any insecure driving condition is essential. Vehicle accidents are more common if the driving is inadequate. This happens when the driver is drowsy or if he/she is alcoholic.
This work proposed computer vision based smart drowsiness system in which properties of eye pixels from video frames tells the status of the eye of a driver. The camera can be placed in the intersection part of the front mirror on a side of the vehicle from which continuous video acquisition can be adopted to give real time value of the stage of drowsiness of a driver. The system used face and eye localization method which is carried out on a frame. Then eye patches are extracted from number of frames which resembled closed and open eyes. Then feature extraction is carried out in statistic features, discrete wavelet transform (DWT) and local binary pattern (LBP) features has been extracted which varies according to intensity of the pixels in the eye patches. Then machine learning is adopted to train number of classifiers based on closed and open eye patches. Finally testing is carried out which tells a particular frame eye localized patch, if it is in state of drowsy or not. Four different classifiers are used to evaluate the performance of the proposed real time drowsiness detection system named as SVM, k-nearest neighbor, decision tree and artificial neural networks which are tested on three different types of feature extraction methods. Out of all, LBP based feature extraction and SVM and kNN based classification gives approx. 97% accuracy in true classification of eye patches.
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