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Abstract—Deep learning is an arm of Artificial Intelligence that uses deep neural networks to achieve artificial intelligence. It has made its mark in computer vision, speech recognition, language processing, and automatic engines. Google made a significant contribution to AI technologies by releasing TensorFlow (TF), its proprietary AI platform, in 2015, as an open-source software library to define, train and deploy learning models, including Machine Learning and Deep Learning. In this study, we aim to improve software estimation using the most recent deep learning paradigms. We employ TensorFlow and a high-level wrapper API to TF and evaluate a composite hyper-parameter tuning method employing the Cartesian grid and random search. We observe significant performance improvement, achieved (29.8%) from the base model, using the hybrid hyper-parameter tuning methodology. However, even while literature reports significant performance in cognitive imaging with TF and Keras, we have not been able to validate any substantial improvement in prediction, in the case of a software effort estimation data such as ISBSG 2018 by employing these techniques.


1 INTRODUCTION

MODERN algorithms further the growth of scientific and technological advancements in computing intelligence. This is reflected in computer vision systems, natural language processing, speech synthesis, weather predictions and autonomous vehicles. Machine Learning and Deep Learning form the crux of AI. Deep Learning is a group of algorithms that uses complex layers of neural networks that can manage very complex functions with data of any distribution. This can be used to solve, classification, regression, or any other kind of unsupervised tasks such as automated vision. Deep Learning came into the forefront in the last few years due to the lower cost of data retention mechanisms facilitating the availability of huge amounts of data for computational analysis. Additionally, the massive parallel processing power provided by Graphical Processing Units (GPUs) have nurtured the growth of Deep Learning. New hardware, new algorithms, and functions have tremendously helped the cause of deep learning. Many different software platforms have been designed to employ these mathematical algorithms to solve practical problems. There is commercial and community-based software like H2o, TensorFlow, and Keras. Google added its proprietary ML platform as an open-source tool in November 2015 [1]. TensorFlow provides low-level control over the design of deep neural networks using a new paradigm called computational graphs. While this is complex for everyone to use, Keras provides a higher-level API to interact with TensorFlow core. Keras also has the GPU version to interact with the GPU powered TensorFlow back-end. TensorBoard, a web application shipped along with TensorFlow, helps interactively visualize the computational graph. Python was the de-facto language used to interface with TF. Recently, Keras has released their version of APIs for the R statistical programming language. All this software enables parallel and distributed processing of data in heterogeneous systems and can represent the many activations, transformation, and regularization functions with thousands of libraries in R and python. Despite the heavy influx of ML algorithms, the tuning of their hyperparameters still remains a gruesome task, and proper tuning is required to get the best performance out of any model [2]. Automatic feature selection is a norm especially in Convolutional Neural Networks (CNNs) applied in imaging and speech synthesis. Many scholars attempted feature optimization [3], but in many domains this still depends on human intuition as in SEE. The importance of hyper parameter tuning in SEE is documented by Song et al.[4]. Our study gains relevance in this context as an effective mechanism to tune hyperparameters effectively and efficiently. The paper provides a high-level overview of the TF platform and provides details of our experiment in Software Effort Estimation. The paper is structured as follows in the remaining sections. Section 2 narrates the problem statement driving this experiment. Section 3 provides a brief overview and history of machine learning software libraries, listing similar platforms like TF. Subsequently, Section 4 discusses in depth the computational paradigms underlying TensorFlow. In Section 4, we also explain the current programming interface in the various supported languages. Section 5 provides details of our neural network architecture and the rationale. Section 6, the methodology that we have followed for the current study, including data engineering approaches, adopted. We provide the details of the experiment conducted through different steps and follow through with our findings in section 8. Section 9 explains the limitations of the current study, followed by a conclusion in section 10. Lack of Software Estimation accuracy with respect to the effort is by far the major causes of software project failure. Official studies estimate project success rates to be still around 16.2%, as claimed by the Chaos report of 2014. It is pertinent to explore what ML and DL can contribute to this domain through its capability to model very complex and diverse scenarios. The more recent methods in Machine Learning include Artificial Neural Network, regression, and gradient boosting trees. Lack of project management data [5] continues to be a significant challenge to conducting studies in Software Effort Estimation. Even datasets that capture data from volunteering organizations on a global scale have fewer than 10 k records. To resolve this, scholars have been exploring innovative ideas, the option is to look at innovative means by which data can be transformed to hold more representational value to the domain space [6]. Relatively new, feature engineering has been widely practiced in the applied ML space.
2 PROBLEM STATEMENT
Estimation is a critical business function in all domains. In the domain of Software Engineering, this takes on additional importance and complexity due to the intangible nature of the work product. Mathematically, estimation becomes a prediction problem, and with the low accuracy from the existing models, scholars and industry specialists are engaged in a continuous attempt to improve the efficiency of the existing methodologies. Additionally, in software engineering, it is pertinent to make optimum use of techniques to improve prediction with the limited data available. ML techniques offer a new dimension to software estimation prediction by exploiting the many hidden patterns no not obvious to the naked eye. Our current study is to explore the possibilities in this direction using the ISBSG dataset R1 that has been optimized through feature engineering. ML techniques require an extreme level of tuning of their hyper-parameters. Our experiment aims to identify the best possible neural architecture using TensorFlow and Keras to gain the best accuracy using a hybrid hyper-parameter selection method.

3 BACKGROUND WORK
In parallel to the growth of Machine Learning, scholars have begun to focus on Feature engineering as distinct from feature selection, which is already established as a technique in Machine Learning solutions.

3.1 Artificial Neural Network
In the software effort estimation domain, Nassif [7] has experimented with NN. He analyzed four different NN models: Multilayer Perceptron (MLP), General Regression Neural Network (GRNN), Radial Basis Function Neural Network (RBNN), and Cascade Correlation Neural Network (CCNN) with each other on standard accuracy metrics. His finding was that all the four models tend to overfit in 80% of the datasets.

3.2 Feature Engineering
Feature engineering constructs suitable features from the existing ones leading to the increased predictive performance of the ML model and transforms the current data using arithmetic and aggregate operators. Transformation of the data helps scale a specific feature or convert a non-linear relation between a feature and a target class into a linear association, to make it easier to be consumed by the ML algorithm. Feature engineering involves creating new features from the existing ones to improve the performance of an algorithmic model, at the source. Kang.et.al [8], in their book on Feature-Oriented Domain Analysis⁹ states that features should capture the user’s understanding of capabilities of the application domain. Brazdil, Pavel discusses many induction-based techniques in his paper" Constructive Induction of Continuous Spaces" [9]. Turner.et.al [10] was the first one to coin the term "Feature Engineering" in their seminal paper on the topic in 1999, and they set out” promotion of features as first-class objects within the software process” as the goal for feature engineering. Liu.et.al summarizes many discretization techniques to achieve improved accuracy as a feature engineering technique for continuous values [11]. Feature Engineering techniques in knowledge-based construction was elaborated by Re.et.al [12] and further employed in question-answer selection solution by Aliaksei Severyn [13] evidencing an efficiency improvement of 22%. We use feature engineering techniques to improve data retention in the base ISBSG dataset as covered in a previous experiment [14].

4 TENSORFLOW AND KERAS
TensorFlow is Google’s framework for machine learning. Each new version of the platform brings a wide range of capabilities and features. TensorFlow has a steep learning curve; but once employed, highly sophisticated machine-learning applications can be designed and executed at high-performance levels.

4.1 TensorFlow Architecture
TensorFlow envisages a data flow graph language to express the computations done by the algorithms. These graphs can be assigned to local as well as distributed hardware improving the efficiency of the software and the hardware.

TensorFlow Graph: A TensorFlow computational graph consists of Tensors, variables, sessions, nodes, edges and operations. The nodes describe operations while edges connect different nodes flowing data between the operations. The graph also provides a visual representation of the TensorFlow algorithm. The nodes represent the transformed data flowing through the computational graph. An operation can have multiple inputs and multiple outputs, including zero and represents a mathematical operation [15].
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Tensors: In TensorFlow, tensors are symbolic handles that represent the output of a computing operation. During operations, a tensor object is passed connecting the input and output carrying data through the TensorFlow graph.

4.2 TensorFlow Data Types:
TensorFlow applications can be written in several different languages, such as Python, C++, and Java. No matter which language is used, the data types remain common that are specific to TensorFlow.

Tensors and placeholders: Tensors are instances of the Tensor class, and it serves like a general-purpose multi-dimensional array. A placeholder is also a Tensor, but instead of being initialized in code, it receives data from a session that will be valid during one execution of the session. Placeholders make it possible to update a tensor’s content from one session execution to the next.

Graphs: A graph is a container like a list or a tuple. Only one graph can be active at a time, and when you code an operation that accepts tensors or variables, the tensors, variables, and operation are stored as elements in the graph. When you create an optimizer and call its minimize method, TensorFlow stores the resulting operation in the graph.

Sessions: A session is an environment within which operations are performed. The session helps manage the required computing resources. The TensorFlow computational graph exists within the session. Graphs store operations and perform computations within the environment. One of the responsibilities of a session is to encapsulate the allocation and management of resources such as variable buffers [8].

Optimizer: The objective of machine learning is to represent a real-world scenario as closely as possible. It starts at an arbitrary point and progressively refines the models to achieve the optimum state. Optimizer algorithms are different mechanisms defined to achieve this. TensorFlow supports most of these algorithms within its default framework.

Variables: Variables hold data and get modified as part of the computing operation and the optimization process. Derived values as well as original data are stored as variables in TensorFlow.

Estimators: The estimator class in TensorFlow provides a higher-level API to avoid the user needing to deal with sessions and graphs, which are low-level structures. An estimator encapsulates an algorithm that is used for learning. All estimators define the train, evaluate, and predict methods. TensorFlow also provides an interactive visualization to help non-expert users get an intuitive understanding of the neural network that is being experimented, called the TensorFlow Playground. Users can experiment with their neural network architecture and see the output by manipulating the values in a visual manner rather than coding.

4.3 Keras
Keras is a high-level API written in Python and R that forms a user-friendly wrapper for the TensorFlow, CNTK, or Theano deep learning libraries. Keras can execute on CPU or GPU hardware employing hundreds of parallel threads, speeding up the machine learning processing. Keras envisages a model as a sequence of configurable modules that can be plugged together seamlessly. Neural network layers, cost functions, optimizers, regularization schemes, and activation functions are all constructed as modules that can be combined to create flexible NN models.

5 NEURAL NETWORK ARCHITECTURE
Our neural network diagram is shown in the Fig. 1. The architecture of the neural network plays a vital part in the performance of the learning machine.

5.1 A wide or deep network topology?
There is no hard and fast principle when it comes to the neural network topology. A single wide neural network will be able to learn any function given enough training data. However, using extremely shallow networks force the machine to memorize the training data reducing its generalizing capability. These kinds of models work poorly when fed with new data Smith, Leslie N [16]. Multiple layers can learn the features and their relationships at different levels of abstraction. Multi-Layered neural network topology will generalize the training data in a much better way providing better accuracy. Using a deep and wide topology also inherits the disadvantages of the wide network resulting in poor generalization capability. There is more or memorization happening with the additional burden of a huge network that will over-fit the training data and taking longer to train. Deep networks need more computing to be trained. So, a deep Vs. Wide optimum trade-off is recommended. Our network architecture comprises of input layer, hidden layers and an output layer. All our layers are dense, all nodes are connected to other nodes in the subsequent layer. This is a multi-layer perceptron model with back propagation. The Keras API implements back propagation automatically. The network architecture is shown in Fig. 1. We employ RELU, Linear, and Exponential for the regression based on previous studies. We choose Adam optimization for the optimization algorithm since it is well represented in literature. Adam is Adaptive moment estimation (Adam = RMSprop + Momentum). It has relatively low memory requirements (though higher than gradient descent and gradient descent with momentum) Usually works well even with little tuning of hyperparameters [17]. In our regression problem, we use MSE for our loss function. The objective is to identify the architecture with the least Mean Squared Error. The is the most used [18] loss function for regression. MSE is derived by taking the mean of the sum of the square of the distances between actual and predicted values. The equation for MSE is as given in Eq. 1.

\[ \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \]  

5.2 Hardware and Software Configuration
We employed a GPU configured Hardware platform for this experiment. The core cpu comprised of 4 core - Xeon processor in tandem with a Ge-Force Cuda Driven GPU with 1024 cuda cores. CudNN architecture. We used TensorFlow and Keras for the Deep Learning experiment. Our TensorFlow employs six-core xeon processors with Nvidia GPU p-2000 gpu with CudNN 7.5 and Toolkit 10.4.
6 METHODOLOGY

We employed a Feature Engineered dataset from one of our previous experiments in this experiment too. The data that we used in this study is from ISBSG (Release 1, 2018, February). This dataset contains information on 8261 projects executed globally and collected from volunteering organizations. The projects were submitted from 26 countries [19].

6.1 Feature Selection

We selected the eight critical variables from the ISBSG 2018 R1 dataset that represents the software effort estimation problem based on the literature and our experiments on the subject [20], [21]. A brief description of these variables and their relevance to the experiment is detailed in the following sub-sections.

**Functional Size**

The un-adjusted Functional size is the raw size of the developed software without accounting for any complexity of the environment in which it is developed. [22].

**Value Adjustment Factor**

The VAF is a multiplication factor derived based on 14 environmental characteristics of software project. VAF can be anywhere from 0.65 to 1.35 and modifies the software size to reflect impacts due to the environmental factors.

**Development Type**

The type of software developed can be a completely new one based on user requirement, a redevelopment of existing applications or minor enhancements to them. This is captured as the Development Type variable. Software productivity varies based on the type of development work [23] and this will be reflected in the effort.

**Language Type**

New generation programming languages offer significant productivity since they are more evolved. The `lang.type` variable captures the generation of the language employed in the development.

**Mean Product Delivery Rate**

Product Delivery Rate refers to the effort required to deliver software product of unit size. We feature engineered the previous year's mean product delivery rate as part of the dataset from a previous feature experiment we conducted [14].

**Team Size Group**

The average number of people employed in the team impacts the project effort. A large team brings communication overhead and other dysfunctions [24]. Team size and the language type has been analyzed in detail by Jiang and Comstock [25] evidencing their significance.

**Industry Sector**

The complexity of a piece of software is tied to the nature of the industry that uses it. Software developed for defense and the health-care industry falls into the category of highly complex ones as against the ones in the Education domain. Software productivity also varies across industry domains along with complexity [26]. To enhance accuracy of parametric models, scholars have proposed grouping of projects based on productivity [27],[28].

**Work Summary Effort (Dependent Variable)**

The `summ. wextent` represents the overall effort required to develop a piece of software and forms the independent variable. 90% of software development cost is from the human effort involved; estimating this is the objective of any software effort estimation study.

6.2 Data Pre-processing

During the data pre-processing, we selected only rows that had passed the quality standards based on the rating set by ISBSG as A or B. Only those projects have been included where the data has been directly recorded and the sizing measure is Function Point.

6.3 Outliers

To eliminate outliers, we used a multivariate outlier detection procedure using Cook’s distance [29], [30]. Outliers are detected based on influences from all numerical variables together. Yeong et al. [31] mention a procedure for outlier detection using multivariate analysis, further elaborated by Kannan and Manoj[32]. The influence of each data point (row) in the dataset is computed based on the equation:

$$ D_i = \frac{\sum_{j=1}^{n}(\bar{y}_j - \hat{y}_j(i))^2 }{p \times MSE} $$

6.4 Normalization

We normalized both the original as well as the engineered dataset using BoxCox transformation function, which gave the best outcome compared with the other options we tried employing lognormal and cube-root transformations.

6.5 Modeling & Testing

We used the train and test sets to build and test our linear regression model by splitting the dataset using the 80:20 ratio. We built the model using the training set reserving the test set to validate the model accuracy with independent data. In all our simulations we calculated the mean squared error (MSE) with a batch size of 32. We compare the four following We compare the following models adam optimiser, relu, softmax, learning rate:

**TensorFlow** — Single Layer Perceptron Usage of initializers Initializations configure the way to set the initial random weights of Keras layers.

6.6 Scaling of data

Quite different from Z-score normalization and median and MAD method, the min-max method retains the original distribution of the variables. We use min-max normalization to scale the data. The initial network diagram with the nodes and weights are show in the Fig. 1. Figure 3 visualizes the computed neural network. Our base model has 2, and 4 neurons in its hidden layer. The black lines show the connections with weights. The weights are calculated using the back-propagation algorithm explained earlier. The blue line is the displays the bias term.

6.7 Model Accuracy

The accuracy of the models is evaluated and reported using the following nomenclature from previous studies on the subject. For any single project, Magnitude of Relative Error
(MRE) measures the relative error of the estimate and is defined as [28]

The Mean Magnitude of Relative Error (MMRE) is expressed as:

\[
\text{MMRE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{\text{ActualEffort} - \text{PredictedEffort}}{\text{ActualEffort}} \right|
\]

(4)

Prediction (PRED) is determined for \( n \) projects; the prediction at level \( P \) is defined as:

\[
PRED(p) = \frac{k}{n}
\]

(5)

\( K \) is the number of projects where the MRE is less than or equals \( p \). Desirable MMRE and PRED thresholds were first published by [34], and subsequently by other scholars [35].

### 6.8 Feature Engineering

We performed the following feature engineering techniques on the original data as part of the experiment.

#### Missing Value Imputation

Standard imputation has been performed on ISBSG dataset by Sentas and Angelis [23], Shepperd and Cartwright [36],[37], Song et al. [38], Sehra et al. [39], and recently by Mittas et al.[40]. We performed imputation of missing values using Buuren’s, ‘Multivariate Imputation’ method [41] as implemented in the mice’ R’ package. Within the ISBSG dataset version we used, specific projects have captured the unadjusted Function Points, and others measured Adjusted FP along with VAF. We removed rows only where both these values are non-existent. In cases where two of these values are present, we have derived the missing values based on equation (1). This helps us retain close to 30% of the rows missing VAF in the original dataset. Data imputation is done for Language Type (\textit{lang.type}) and Team Size Group(\textit{team.size.gp}) variables based on multivariate imputation further evidenced in the papers by Cartwright[37], and recently by Lee [42]. The feature engineering experiment was conducted in the following order to arrive at the optimum set of features.

#### New Transformed Features

Software Product Delivery Rate (PDR) is a metric used by ISBSG to denote the productivity of software Development based on each product. This is a derived measure from the quantity of software produced and the time taken to produce it. This is a lag measure since this is available only once the first year in the dataset since there is no previous year data to substitute. Taking the mean of software production rate against all these features also means that there should be adequate records matching all the combinations of these features. Since this is not the case with the ISBSG dataset, we accept this loss of information bringing down the number of records to 3035.

#### Capturing Missing values

We wanted to capture” missingness” of the features to ascertain their representational value to the prediction capability of our model. We created an “is.Na” column for the categorical variables in the dataset.

#### Imputation for Missing Values

We imputed the original \textit{ind.sector} feature with values from the same column using CART. The CART algorithm is based on Classification and Regression Trees by Breiman et al. [43]. A CART is a binary decision tree constructed through splitting each node of a tree, recursively starting with the base node. The ‘R’ package MICE implements CART [41] for imputation.

#### Imputing Value Adjustment Factor

In the original dataset, fields are missing for this column. We imputed the missing values in this column using the formula:

\[
\text{AFP} = \text{VAF} \times \text{UAFP}
\]

(6)

Where, \( \text{AFP} = \text{Adjusted FP} \), \( \text{UAFP} = \text{Unadjusted Function Point} \). Wherever this value could not be derived, we substituted the value with 1. This substitution implies that no external factors influencing the software development effort and the factor representing the general system characteristics equate to 1.

#### Segmentation based on Homogeneous Labels

Segmentation has improved the accuracy of effort estimates [44], and [45]. Additionally, fewer number of variables increases the model’s manageability. We conducted the ANOVA test for categorical variables and found the presence of homogenous groups. We employed the multiple comparison procedure proposed by Donoghue [46] to visualize the homogeneous groups and further implemented in the ‘R’ package “MultCompView,” by Graves et al. [47].

#### Development Type - dev.type

The one-way ANOVA test shows a statistically significant difference between the groups (\( F(2,4038) = 103.7, \ p = 2e-16 \)). Post-Hoc testing using the Bonferroni adjusted \( P\)-value method suggested identical mean values for Re-Development and New Development projects. We combined these two levels into a single value called Development.

#### Language Type - lang.type

The one-way ANOVA test displays a statistically significant difference between the different groups of the \textit{lang.type}
variable \((F (3.4037) = 5.526, p = 0.000876)\). Post-Hoc testing using the Bonferroni adjusted \(P\)-value method suggested identical mean effort values for 2GL and ApG languages. We combined these two levels into a single value called ApG.

**Industry Sector - ind.sector**
The one-way ANOVA test done on the \(ind.sector\) variable shows statistically significant difference between its groups \((F (13.4027) = 19.42, p = 2e-16)\). Figure 7 shows the homogeneously different groups within this variable based on the test.

The Post-Hoc tests using the Bonferroni adjusted \(P\)-value method suggested grouping homogeneous industry sectors to simplify the model and reduce errors. We grouped the categorical variables as in Table 3 based on the ANOVA results.

**Columns Dropped after PCA**
The \(team.size.gp\) and \(max.team.size\) are two variables that represent the size of the team employed in the software development process. Doing PCA, we dropped the \(max.team.size\) variable as it was redundant substantiated by its high correlation with the \(team.size.gp\) variable. We decided to retain the \(team.size.gp\) variable, which provides more insight and is also intuitive to the researcher and practitioner alike. None of other variables display high collinearity. We also dropped all variables that captured the missing information, and label counts except for Industry Sector \((ind.sector)\) and Development Type \((dev.type)\) that showed representational value. The variables that were employed for the final experiment are indicated in Table 1.

**Exploratory Statistics of the Engineered Dataset**
The descriptive statistics of the engineered dataset in Table 2. We transformed the variables using the BoxCox transformer implemented in the R package MASS, that has been able to simplify the model and reduce errors. We grouped the categorical variables as in Table 3 based on the ANOVA results.

We created a base model as the starting point, the topology of which is illustrated in Fig.1. This has one input layer, two hidden layers, and one output layer. There are 13 input neurons that represent the predictor variables. The two hidden layers are of 4 and 2 neurons, each based on literature guideline for better generalization\([48]\), and one output neuron representing the response variable. The batch size initially adopted is 4, and the network employ Adam optimizer which is a much acclaimed algorithm for first-order gradient based optimization \([17]\). Initially, we tested the performance of model for 50 epochs and and recorded the results. The loss values from training and validation is shown in Fig. 3. As observed, the validation error is higher than the training error and there is no convergence.

**7.2 Hyper-parameter Tuning:**
Hyper-parameter optimization of neural networks is challenging due to their large count. Grid search and random search are two popular methods employed by experimenters. We use a twin step procedure to tune the hyper-parameters. In step 1, we narrow the values of a parameter to a probable range through grid search. In the subsequent one, we identify the best possible value within this limited range through random search.

**(Step 1) Optimum Neurons in the Hidden Layers:**
The neurons in the hidden layers has an impact on the model performance. To choose the right numbers, we created 60 models with randomly chosen values for each of the hidden layers. MMRE values for each model (combination of neurons) was recorded and plotted as a three dimensional scatter plot as in Fig. 4. The optimum combination is available with a single neuron in the first layer and 7 neurons in the second.

**(Step 2) Finding the Best Batch Size:**
The batch size determines how many examples are evaluated before updating a weight. Lower sizes create noise as against the higher sizes that take longer time to compute the gradients and impacts the model convergence. Li et al. observes that convergence degrades with increasing batch sizes \([49]\). In this step, we create 8 different models with batch sizes \([2,4,6,8,12,16,32,64]\) and compare their performances to decide the ideal batch size for the dataset we use. The training and validation plot from the batch size models evidence the optimum batch size is 8 (Model-04) as in Fig. 5, which is used for the next set of optimization.
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**Table 1: Best Hyper-parameters**

<table>
<thead>
<tr>
<th>No.</th>
<th>Model</th>
<th>Base Model</th>
<th>Final Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Batch.Size</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>Hidden Layer 1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Hidden Layer 2</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>Regu.rate</td>
<td></td>
<td>0.0054</td>
</tr>
<tr>
<td>5</td>
<td>LRate</td>
<td></td>
<td>0.0059</td>
</tr>
<tr>
<td>6</td>
<td>Epochs</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>Optimizer</td>
<td>Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>8</td>
<td>Activation Function</td>
<td>Relu</td>
<td>Relu</td>
</tr>
<tr>
<td>9</td>
<td>Loss Function</td>
<td>Mae</td>
<td>Mae</td>
</tr>
</tbody>
</table>

**(Step 3) Optimum Learning Rate**

![Graph showing learning rate](image)
Recommended learning rates for neural networks range from 0.1 to 1e-06. The best learning rate is anywhere between this range. Practically, it is impossible to test models with values in this entire spectrum. By convention, scholars vary the learning rate by a power of ten. This helps them select the best learning rate, randomly from a grid of these values. To shorten the scope of this extensive range, we employ a two-step process: in the first step, we identify the best grid within which the learning rate falls.

Figure 4: Base Model Scoring History

We observed that the optimum learning rate lie between the bounds of Model03 and Model04 represented by values 0.01 and 0.001 respectively. In the final step, we randomly choose a value between these two.

(Step 4) Regularization
The two commonly adopted means to reduce over-fitting of datasets are dropouts [50] and regularization. Regularizers allow applying penalties to the layer weights during optimization. These penalties get included into the loss function optimized by the network. We employ L2 regularization to reduce over-fitting and improve the model performance. Regularization rates typically takes values from 0.1 to 1e-06. To narrow down on the accurate regularization rate, we follow a two-step procedure as with the learning rates. The best range of values is identified, and models are created with random values within this range. We obtain the best regularization rate in the range 0.01 to 0.001.

(Step 5) Final Model
The train and validation plot for the final model is shown in Fig. 6. In this step, we built 10 models based on random values for the learning, and regularization rates between the range of values identified in the first stage. The models were created for the optimum batch size of 8 and experiment conducted for 100 epochs with stratified samples over 10 iterations. Table 2 shows the optimum values for the hyper-parameters:

Figure 5: Final Model Scoring History

8 RESULTS AND DISCUSSION
Our results evidence that Tensor Flow and Keras can provide comparable performance in Software effort estimation to that of other models. The model can predict effort with 45% accuracy with a confidence interval of 95%, and with 94.7% accuracy at PRED (20). The results are reported in Table 3. Through a hybrid approach we employed to tune the hyper-parameters, we achieved a performance improvement of 29.81% at the 95% confidence interval.
Table 2: Final Results

<table>
<thead>
<tr>
<th>No.</th>
<th>Model</th>
<th>Base Model</th>
<th>Tuned Model</th>
<th>Perf. Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PRED(5)</td>
<td>34.68%</td>
<td>45.02%</td>
<td>29.81%</td>
</tr>
<tr>
<td>2</td>
<td>PRED(10)</td>
<td>59.15%</td>
<td>74.23%</td>
<td>25.50%</td>
</tr>
<tr>
<td>3</td>
<td>PRED(15)</td>
<td>69.92%</td>
<td>88.32%</td>
<td>26.31%</td>
</tr>
<tr>
<td>4</td>
<td>PRED(20)</td>
<td>75.42%</td>
<td>94.73%</td>
<td>25.60%</td>
</tr>
<tr>
<td>5</td>
<td>PRED(25)</td>
<td>77.55%</td>
<td>97.25%</td>
<td>25.40%</td>
</tr>
<tr>
<td>6</td>
<td>PRED(30)</td>
<td>78.56%</td>
<td>99.08%</td>
<td>26.12%</td>
</tr>
<tr>
<td>7</td>
<td>Loss</td>
<td>2.436</td>
<td>0.312</td>
<td>-0.872</td>
</tr>
<tr>
<td>8</td>
<td>MAE</td>
<td>0.992</td>
<td>0.424</td>
<td>-0.573</td>
</tr>
<tr>
<td>9</td>
<td>MSE</td>
<td>2.436</td>
<td>0.310</td>
<td>-0.873</td>
</tr>
<tr>
<td>10</td>
<td>MMRE</td>
<td>0.166</td>
<td>0.076</td>
<td>-0.542</td>
</tr>
</tbody>
</table>

MSE = Mean Squared Error, MAE = Mean Absolute Error, MMRE = Mean Magnitude of Relative Error

9 Limitations
This study is based on the publicly available dataset and does not consider the environmental or organizational aspects of software development in terms of development skills or process maturity. While the model encapsulates the global nature of the current day software development process, individual models catering to the specific development organizations might evidence to produce more accurate estimates. ISBSG has limitations to provide a countrywide estimate of historical productivity. While the model encapsulates the global nature of the current day software development processes, the research also evidences the use of past productivity in the estimation of software development effort. Therefore, the results of our research will build confidence in software organizations to maintain and use local productivity metrics for future estimation purposes. As the next step, we propose further research using these engineered features to further the research in Software Effort Estimation domain using Deep Learning techniques.

10 Conclusions
We evidence that the power of computation graph-based models is in solving complex data in highly multi-dimensional space especially in the unsupervised space with hundreds of features and millions of rows. Employing these in Software Engineering Estimation is an overkill with no significant advantage in terms of accuracy. The hybrid hyper-parameter tuning approach we employed using Cartesian grid with random search evidences excellent tuning capability with high savings in neural network tuning. The research also evidences the use of past productivity in the estimation future projects and substantiates the intuitive and logical hypothesis that historical productivity can be relied on to estimate future development effort. Additionally, the results of our research will build confidence in software organizations to maintain and use local productivity metrics for future estimation purpose. As the next step, we propose further research using these engineered features to further the research in Software Effort Estimation domain using Deep Learning techniques.
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