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Abstract: The amount and variety of student data collected by the higher education institution, together with the potential of Educational Data Mining 
and analytics, provide a potential for the discovery of factors that contribute to the prediction of academic performance. The study focused on the 
development of a model for the prediction of academic performance of first year students in higher education. The aim is to allow early intervention that 
will help students stay on track and alleviate non-continuance. Predictors include pre-enrollment data such as demographics, High School performance 
and admission scores, combined with course taken in college. The Senior High School track or strand was introduced as a new predictor. These were 
collected from 4,762 first year students in the AY 2018-2019 from three Higher Education Institutions in Central Luzon. Classification techniques were 
used in the prediction of the performance level of the student based from the computed first year grade point average. Multiple experiments were 
conducted on individual and combined datasets, evaluated for accuracy, precision, recall and AUC to measure performance. Results revealed different 
model performances for each of the dataset, the one with the most instances got the highest accuracy at 68%. The accuracy when all data were 
combined was lower than the accuracy for one of the datasets but was higher than the other two. Analysis of the actual predictions was conducted to 
further understand the results and identify weaknesses that can be addressed in the next experiments. 
 
Index Terms: academic performance prediction, classification techniques, senior high school 
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1 INTRODUCTION                 
The goal of elevating the quality of education in the Philippines 
led to the extension of the basic education to twelve years to 
make it at par with other countries. This initiative is known as 
the K-12 Program, signed into law as the Enhanced Basic 
Education Act of 2013 [1]. A defining feature of the K-12 
program is the provision for career tracks in the Senior High 
School (SHS). Students are allowed to choose a specialization 
based on aptitude, interests, and school capacity for their 
upper secondary education. The choice of career track will 
define the content of the subjects a student will take in Grades 
11 and 12 [2]. Each student in SHS can choose among three 
tracks: Academic; Technical-Vocational-Livelihood (TVL); and 
Sports and Arts. The Academic track is provided to students 
who wish to pursue a baccalaureate degree after SHS 
graduation. Students can choose among four strands 
compatible with the degree they wish to pursue. The strands 
are Accountancy, Business Management (ABM); Humanities 
and Social Sciences (HumSS); General Academic Strand 
(GAS) and Science, Technology, Engineering, Mathematics 
(STEM). According to the data from the Department of 
Education (DepEd), 763,593 students in Grade 12 were 
enrolled in the Academic track in Academic Year (AY) 2017-
2018, comprising 61.70% of total students in the private and 
public SHS in the country. Those who took the TVL track make 
up 37.76% of total number of enrollees with only .37% and 
.17% taking Arts and Sports respectively [3]. These numbers 
are possible indication of the preference of students to pursue 
a college degree which may lead to better job opportunities 
[4],[5].  
 
 
 
 
 
 
 
 
 

 
The preference of pursuing a college degree is also evident in 
the recent college enrollment statistics of the Commission on 
Higher Education (CHED) in the AY 2018-2019 which totaled 
to 3,212,542 with 982,049 new enrollments [6]. Although, the 
total enrollment does not represent SHS graduates entirely, it 
is an indication of the importance of college education to the 
students. But even with increasing registration, the overall 
completion rate is still very low, with only an average of 49% of 
first year students reaching their senior year and only 30% 
completion rate. An alarming 83.7% dropout rate was reported 
for enrollees from 2001-2012 [7]. With a fresh batch of SHS 
graduates who entered Higher Education Institutions (HEIs) in 
2018 and with one of the thrusts of the program to prepare 
students for further education [2], the SHS track or strand is 
considered a new attribute for consideration as a predictor for 
academic performance. The relationship that may be 
established with the SHS track or strand, and the student 
performance in college may provide insights on how the 
students are prepared for higher education courses. The 
results may also be used as inputs in the review of the SHS 
curriculum in relation to the success of SHS graduates in 
college. The study focused on the development of a model for 
the prediction of academic performance of first year students 
in higher education using SHS background, entrance exam 
performance and the courses taken in college. The motivation 
behind the chosen group is to allow early intervention and 
appropriate support services that can make a difference in the 
students’ academic success. Predicting students’ performance 
on their first term in college allows for the institution to outline 
programs for students to help them stay on track and 
eventually graduate [8]. It is important to point out that based 
on CHED’s admission policy, all Grade 12 graduates are 
eligible to enter college regardless of the track or strand in 
SHS [9]. Given this policy, it becomes even more important to 
predict ahead of time the type of support that SHS graduates 
would need once they move on to higher education especially 
those enrolled in a program that is not aligned with the track or 
the strand taken in SHS. 
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2 RELATED STUDIES 
 
2.1 Importance of Early Prediction 
The first year in college is a transition period for students 
coming from high school and the new learning environment 
introduces challenges they need to adjust to. Intervention 
programs in the universities can help them get through the 
stage of adjustment to college life when given in a timely 
manner. Prediction of the performance of college freshmen 
prove to be beneficial as it allows for the earliest possible 
intervention for students who are adjusting from high school to 
the University [10]. It has been found out that academic 
performance in the first year of college can be used as a 
predictor in determining student attrition and retention [11],[12]. 
The bulk of attrition occurs in the first two years at the 
university, with the rate of academic failures as one of the 
major reasons for high attrition level [13]. A means to identify 
low performing students at an early stage will prevent the 
student to drop-out through directed intervention. In return, the 
rate for non-continuance of freshmen may be alleviated since 
academic performance in the first year of college can be used 
as a predictor in determining student attrition and retention 
[14]. Graduation rate may also be improved through the 
retention of first year college students. Several studies 
conducted for prediction of graduation performance also 
showed first year academic performance as a strong predictor 
of graduating GPA [15],[16]. Raju and Schumacker [17] 
indicated high school GPA and first semester GPA in freshman 
year as two of the most important variables associated with 
retention leading to graduation. 
 
2.2 Predictors of Performance 
There are several attributes considered for the prediction of 
performance and determining which relevant attributes will 
have the most effect on performance led to continuous 
research in performance prediction. There are no standard set 
of indicators for performance prediction due to many factors 
pertaining to what is being predicted and what data is available 
in the academic institution. Several studies have been 
conducted to determine the variables that affect the 
performance of college freshmen. Pre-enrollment data 
collected include demographics, high school background and 
performance in college entrance exams. High school grades 
and admission scores which are a reflection of their previous 
performance are used as basis of predicting future 
performance due to the lack of current performance data of 
incoming freshmen [18],[19],[20],[21]. Admission score in 
particular proved to have a major impact on student 
performance as well as a contributing factor for student drop-
out [22],[23]. In another study, only enrolment data were 
utilized for early prediction of student success, which 
combines demographics and the course enrolled by the 
students [24]. The challenges in performance prediction 
include the lack of standard set of predictors leading to limited 
portability amongst developed models [25].  It may be argued 
that the differences in findings are brought about by the 
differences on used variables, but even with similar predictors 
the results are not always strongly similar. For demographics, 
in some prediction gender and place of origin are found to be 
insignificant determinants [20] while in another research both 
gender and province were selected as predictors after 
applying filter model [26]. In the Philippines, lack of student 

data is still a concern for some HEIs while for some the 
concern is the management of multiple data in different 
formats in separate repositories. These are opportunities 
explored in the study. The data utilized were those commonly 
available across all HEIs pertaining to incoming freshmen. 

 
3 METHODOLOGY 
 
3.1 Dataset 
The data were obtained from 3 HEIs in Central Luzon, 
specifically in the cities of Angeles, San Fernando and 
Olongapo. The subject of the study were first year students 
from AY 2018-2019 from 8 academic departments; Arts and 
Sciences, Business and Accountancy, Computer Studies, 
Criminology, Education, Engineering and Architecture, 
Hospitality and Tourism, and Nursing and Allied Medical 
Sciences. A total of 4,762 instances were derived from the 
consolidated records of the 3 HEIs. Table 1 presents the 
distribution of student records collected per HEI. 
 

TABLE 1 
LIST OF ATTRIBUTES 

 
 
Data collected include pre-enrollment data available such as 
registration records, admission exam results and SHS 
background. Grades from the first semester of their freshman 
year were also collected and used the basis of the predicted 
academic performance. 
 
3.2 Pre-processing 
Several steps were taken to come up with the final dataset due 
to the diversity in the records of each HEI as well as the 
different formats of the data coming from multiple offices. Only 
those who have completed SHS with a strand or track were 
included. Records were matched using a unique identifier for 
each student to consolidate the registration records with those 
of the admission exam results and SHS background. Records 
with missing values were removed from the dataset. A total of 
3,466 usable records remained from the collected data. The 
number of available features from each HEI varies, as such 
only those that were found similar across the HEIs were 
selected for modelling. Table 2 lists these attributes: 

 
TABLE 2 

LIST OF ATTRIBUTES 
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Labels were replaced for uniformity across all records, 
specifically for college and department names. Due to the 
differences in the range of scores for the admission exams for 
each HEI, the values were normalized by span for each set 
within the range of 0 to 1. The grade weighted average from 
SHS was also normalized within the same range. The GPA 
was derived from the grades in each of the courses enrolled in 
the semester computed according to the specific HEI’s policy. 
The GPA was the basis for the academic performance which 
was categorized as either high, medium or low. The basis for 
the high category corresponds to the required grade for an 
academic award at the end of the semester while low 
performing includes not only the failing students but those with 
grades that also need intervention to perform better in the 
semester. Prior to model development, feature selection was 
conducted using Correlation-based Feature Selection (CFS), 
Gain Ratio and Information Gain were used for feature 
ranking. These methods were utilized to rank the attributes of 
most importance for predicting the performance [26][27]. 
Feature selection was conducted for each dataset before 
merging, and features were ranked again after merging. 
Features selected on individual datasets vary in rank and 
number. Table 3 lists the corresponding features for each 
dataset selected using feature ranking. Municipality, SHS 
name and type were not selected in all of the datasets in the 
process, while GWA, college, course, units and math were 
included in all. Gender and strand were also ranked in all 
datasets except for HEI C. 
 

TABLE 3 
FEATURES SELECTED PER DATASET 

 
 
3.3 Modelling and Evaluation  
After pre-processing, the dataset was divided into training and 
testing data with a 70-30 percent distribution. The training data 
was fitted to Logistic Regression (LR) and Neural Network 
(NN) for modelling. These were selected based from the 
nature of data available for prediction [28] as well as from the 
results from an initial study conducted using pre-enrollment 
data [29]. Experiments were conducted to compare the 
performance score of both algorithms. Performance metrics 
include AUC, F-measure, accuracy rate, precision and recall. 
Stratified 10-fold cross validation was utilized to further divide 
the training set for training and validation. The data was 
shuffled randomly before splitting into folds and fitted to the 
algorithms. The performance metrics were measured in each 
fold and the mean was computed after all iterations. Standard 
deviation was also computed to measure how close the 
accuracy results for each validation were to the mean. The 
dataset collected presented an imbalanced distribution of the 
instances. To resolve this issue, a technique known as 
Synthetic Minority Over-sampling Technique (SMOTE) was 
applied. It works by creating synthetic observations based on 

existing minority observations by calculating the k-nearest 
neighbor for each observation. To avoid overfitting, SMOTE 
was only applied to the minority class during model training on 
the validation set for each fold in the cross validation [30]. The 
models were also evaluated using the 30 percent of the data 
as testing set to measure how they will perform on unseen 
data and how they compare with the training results.  
 

4 RESULTS AND DISCUSSION 
 
4.1 Experiments 
Several experiments were conducted for the purpose of 
comparing the performance of the classification algorithms on 
the sets of data. The values are the means of the performance 
measures after the 10-fold cross validation. Table 4 presents 
the performance of Logistic Regression for each HEI’s dataset 
during training. It must be noted that the HEI with the greatest 
number of instances recorded the highest values on all metrics 
while the one with the least instances recorded the lowest 
scores.  

TABLE 4 
TRAINING RESULTS USING LOGISTIC REGRESSION 

 
 
Table 5 presents the performance of Neural Network for each 
HEIs dataset during training. Similar with Logistic Regression, 
the HEI with the most number of instances recorded the 
highest values on all metrics although the lowest scores were 
mostly on the second HEI.  

 
TABLE 5 

TRAINING RESULTS USING NEURAL NETWORK 

 
 
Neural Network performed better for the first and last HEIs 
while Logistic Regression was a better fit for the second HEI 
except in precision. The number of features in the prediction 
models for each dataset varies according to the ranked 
features during selection. It was important to note that in HEI 
C, the SHS strand was not included as one of the selected 
features. Table 6 and 7 show the results of both algorithms for 
the combined datasets, where Neural Network outperformed 
Logistic Regression on all metrics. In Table 5, all the attributes 
similar across all datasets were included, while Table 6 only 
includes the 8 features selected after applying feature ranking 
on the combined datasets which included the SHS strand. It 
must be observed that the scores on the metrics decreased 
when some features were eliminated based from feature 
ranking. 
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TABLE 6 
TRAINING RESULTS ON COMBINED DATASETS 

 
TABLE 7 

TRAINING RESULTS ON COMBINED DATASETS WITH  
FEATURE RANKING 

 
 
The standard deviation of the accuracy scores of both 
classifications were very low at .02 to .04 indicating that the 
values computed in each fold for cross validation are close to 
the mean accuracy score. 
 
4.2 Classification Performance 
Testing was also conducted on unseen data to validate the 
consistency of the performance of the models. Tables 8 and 9 
present the testing results for Logistic Regression and Neural 
Network on each dataset respectively. The results were 
consistent with the HEI having the most instances getting the 
highest scores in all metrics. It is important to note though that 
the metrics in all the datasets improved for both classifications. 
 

TABLE 8 
TESTING RESULTS USING LOGISTIC REGRESSION 

 
 

TABLE 9 
TESTING RESULTS USING NEURAL NETWORK 

 

 
 
Tables 10 and 11 on the other hand, show the testing results of 
both algorithms for the combined datasets, where Neural 
Network outperformed Logistic Regression on all metrics.  The 
results are consistent in terms of the metric scores between 
the datasets, with the first dataset having all similar features 
included getting higher scores. Similar with the results from the 
testing with each dataset, all metrics improved for both 
classifications on unseen data. 

 
TABLE 10 

TESTING RESULTS ON COMBINED DATASETS 

 
 

TABLE 11 
TESTING RESULTS ON COMBINED DATASETS WITH 

FEATURE RANKING 

 
 
In the analysis of the confusion matrix, it was seen that 
Logistic Regression was able to correctly classify high 
performing students at a rate of 75% and low performing 
students at 72% compared to Neural Network at 76% and 54% 
respectively on HEI A’s dataset. On the combined datasets 
with selected features, Logistic Regression was consistent at 
better predicting low performing students at 69%, while Neural 
Network predicts high performing students better at 78% when 
all features were included. Although, Neural Network recorded 
a lower value at predicting low performing students as high, 
which is consistent with the initial experiments on similar data 
[29]. 

 
5 CONCLUSION AND FUTURE WORKS 
The main goal of the study was to predict the academic 
performance of freshmen students in college using data that 
are available prior the start of the first term. The attributes that 
were included are gender, SHS grade and strand, and 
entrance exam performance as pre-enrollment data and 
freshmen details such as college, course and the number of 
units enrolled. The SHS strand as a new attribute proved to be 
a predictor for academic performance being included in the 
ranking using feature selection algorithms on two individual 
datasets and the combined datasets. The results showed that 
end of semester performance can be predicted at a rate of 
almost 63% accuracy at the start of the semester with only 
data collected before the start of classes. Although it is 
important to note that when evaluated separately, the HEI with 
the most number of instances reached an accuracy of 68%. 
This is consistent with the initial results conducted on a single 
set of data [29]. The results are also comparable with those of 
[24] where a 60.5% accuracy rate was achieved using CART 
for Information System students, while [31] recorded a 50.39-
58.63% accuracy rate on training and testing respectively 
using Naïve Bayes for Engineering students. Reference [32] 
also recorded a range of 52-67% prediction rates on six 
different classifiers using data prior the start of the term. 
Considering that these studies only include students from the 
same programs, the current study included students from 
courses across three different institutions and achieved a 
slightly higher accuracy rate. Due to factors including 
uniqueness of data collected by each HEI, results may not be 
generalizable to all institutions. It might be considered by 
these institutions to include in their collection similar data that 
were ranked as predictors for academic performance. Also, 
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the models considered all incoming freshman students across 
three HEIs in all programs. Investigating smaller units of 
students, such as those in similar fields or specializations may 
allow a more accurate prediction of academic performance 
[33]. It is also important to state that Neural Network provided 
a higher accuracy at predicting high performing students with 
very low percentage of predicting low performing students to 
belong to high performing students. These results can be used 
as a starting point for planning intervention services for 
students who are at risk of low performance at the earliest 
time possible. Neural Network will be further investigated for 
the model development, with consideration of optimizing 
parameters for deep learning to improve prediction 
performance. Further study will be conducted with an 
increased number of data samples from other Universities and 
Colleges to reveal other data available prior the start of 
classes that may be used for prediction. Also, to support or 
negate the observation in the current study that an increase in 
the number of instances does not necessarily equate to an 
improved model performance. A web-based application will 
also be developed to allow improved collection and storage of 
data that may help enhance data collection and preparation 
prior to modelling. The application will also utilize the 
prediction model to help identify students who might be at risk 
of failing. 
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