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Abstract: Data envelopment analysis (DEA) is a mathematical tool used to evaluate relative efficiency of decision-making units (DMUs). It is a benchmarking method for these units. To measure this relative efficiency, data related to a set of inputs and outputs are provided from all the DMUs under analysis, and then implemented in a suitable DEA model. Stochastic DEA allows the inputs or outputs to be stochastic random variables. In this article, we consider combination of deterministic and stochastic inputs following Normal and/or Poisson distribution. To the best of our knowledge, variables following Poisson distribution are not yet considered in these methods. We introduce the stochastic input-oriented data envelopment analysis (SIODEA) model. The random inputs, following either normal or Poisson distributions, are controlled by chance constrained. Using functional analysis techniques, the chance constrained with Poisson variables is replaced by difference of Marcum functions evaluated at points related to the parameters of these variables. Consequently, we formulate a deterministic equivalent model with mixed random inputs. Finally, a numerical example is presented and the efficiencies of different DMUs are calculated using the obtained equivalent model to test its validity.
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1 INTRODUCTION

Data envelopment analysis has become a powerful tool for measuring product or organizational performance [14]. It was first introduced by Charnes and Cooper [7], in 1978. DEA, which is a non-parametric method, uses mathematical programming to analyze the performance of comparable organizations. These organizations are known by the decision-making units. Information regarding predetermined inputs and outputs are gathered from different DMUs and implemented in a suitable DEA model. Using this model, one can computes the maximum relative efficiency of each DMU under analysis. DEA method is not restricted to business and economics problems. It has a wide range of applications in different fields. This method is used to compute the efficiency in agriculture [1, 5, 20], ecological development [8], consumption and production of energy [20, 27, 28], etc. It is especially used in the studies of sustainable energy [12, 21]. More applications of DEA, in various fields, can be found in the literature. The efficiency score is the ratio of the weighted output to the weighted input [29]. This produces a DEA ratio problem. This last is transformed from fractional programming to linear programming, forming either input or output oriented model.

Finally, the dual of this last formulation is generated (for more details refer to [2]). In this paper, we will consider input oriented data envelopment analysis model. There are many types of DEA models. We differentiate between variable return to scale (VRS), and constant return to scale (CRS). The former is stemmed from a model set by Banker, Charnes and Cooper (BCC), while the last is based on a model described by Charnes, Cooper and Rhodes (CCR) [4]. In this paper, we consider the VRS DEA models, for which the change in inputs is not necessarily proportional to the change in outputs [23].

Introducing the stochastic data envelopment analysis [26] is a trial to improve the DEA approach. The obtained model allows the possible presence of stochastic inputs and outputs [11]. That is, this possible input or output can be a random variable following specific probability distribution. In that case, the constrained with random variables must be maintained at a prescribed probability level. This is known by chance constrained [10, 11]. Stochastic DEA model with random variable (typically input or output) following normal distribution, is already introduced in the literature [19]. In fact, this random variable need not necessarily follows normal distribution. For example, if the random variable measures the rate of occurrence of a specific event with a known average. It, under specific conditions, may follow Poisson distribution. If the average is not relatively big, this random variable can't be approximated by normal distribution. In this article, we introduce the possibility of allowing inputs to follow Poisson distributions. Performance assessment of organization(s) is an important management requirement. Managerial decisions should focus on clear evidence and decision science techniques. To increase the economic impact of the industry, the economic benefits in organization environment need to be investigated and discussed using a Data Envelopment Analysis (DEA) model. DEA is an optimization technique which has the potential to compare DMUs through efficiency evaluation. It generates ranking of DMUs, which will facilitate a rationale decision making for managerial actions. This technique has become a popular management science tool in assessing performance of organizations [6]. In this paper, we extended the type of distribution the inputs are following; thus, the random variable input won't be restricted to normal. This maximize the economic output of organization environment and provide decision makers a flexibility to choose the appropriate distribution of the stochastic variables being studied. This paper is organized as follows: In Section 2, we recall the general input-oriented DEA model. We presented the corresponding minimization problem with inputs and outputs are all deterministic in Section 2.1. Following, in Section 2.2, the stochastic input-oriented DEA (SIODEA) minimization problem with chance constrained is set. This allows the inputs to be either deterministic or stochastic variables. In Section 3, using
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2 INPUT ORIENTED DATA ENVELOPMENT ANALYSIS MODEL

Data envelopment analysis is an approach used to compare the efficiency of different decision-making units. The efficiency score, which is the ratio of linear combination of output(s) and input(s) of each DMU, is set for maximization. This formulate the DEA ratio model of the DMU under analysis. A minimization problem with constrained is obtained by transforming the DEA ratio model to a linear input-oriented model. The dual of this last formulation is generated [2] to obtain what is known by input oriented data envelopment analysis model (IODEA).

In the following, we consider n DMUs are under examination with m inputs and s deterministic outputs for each DMU denoted by \((y_{ij})_{1 \leq k \leq s, 1 \leq j \leq sn} \in \mathbb{R}^{m \times n} \).

2.1 Deterministic Input(s)

In this section, all the inputs and outputs are assumed to be deterministic. That is, the m inputs, for all the DMUs, \((x_{ij})_{1 \leq i \leq m, 1 \leq j \leq sn} \in \mathbb{R}^{m \times n} \). Let \(p \in \{1, \ldots, n\}\), the VRS DEA model which evaluates the efficiency of the p-th DMU is as follows:

\[
\begin{align*}
\text{Minimum}(\theta_p) \\
\text{s.t.} \\
\sum_{j=1}^{n} \lambda_j x_{ij} &\leq \theta_p x_{ip}, \quad i = 1, \ldots, m \\
\sum_{j=1}^{n} \lambda_j y_{rj} &\geq y_{rp}, \quad r = 1, \ldots, s \\
\sum_{j=1}^{n} \lambda_j & = 1 \\
\lambda_j &\geq 0, \quad 1 \leq j \leq n
\end{align*}
\]

where the optimal \(\theta_p \in [0, 1]\) is the maximum efficiency score of the p-th DMU, \(\lambda_j\)'s are the weights given for the j's DMU, which can be seen as the Lagrange Multipliers corresponding to the constrained of the dual problem [2]. Minimization problem (P-I) is solved for each \(p \in \{1, \ldots, n\}\) to calculate the efficiency scores of all the DMUs under analysis.

2.2 Stochastic Input(s)

The stochastic input-oriented data envelopment analysis (SIODEA) model, allows any input to be stochastically variable [11]. Each constrained with stochastic variables must be maintained at prescribed probability level. This is known by chance constrained programming (CCP) [10, 11].

Let \(J_S\) be the set of indices \(i\) for which \((x_{ij})_{1 \leq j \leq sn} \in S^n\), where \(S\) is the set of random variables. Let \(J_P\) be the set of indices \(i\) for which \((x_{ij})_{1 \leq j \leq sn} \in \mathbb{R}^n\) is a vector of deterministic inputs. We have \(J_P \cup J_S = \{1, \ldots, m\}\).

The following VRS SIODEA model determine the optimal efficiency score of the p-th DMU, with m inputs being either deterministic or random variables and s deterministic outputs,

\[
\begin{align*}
\text{Minimum}(\theta_p) \\
\text{s.t.} \\
P\left(\sum_{j=1}^{n} \lambda_j x_{ij} \leq \theta_p x_{ip}, \quad i \in J_S\right) &\geq 1 - \epsilon, \quad i \in J_S \\
\sum_{j=1}^{n} \lambda_j x_{ij} &\leq \theta_p x_{ip}, \quad i \in J_S \\
\sum_{j=1}^{n} \lambda_j y_{rj} &\geq y_{rp}, \quad r = 1, \ldots, s \\
\sum_{j=1}^{n} \lambda_j & = 1 \\
\lambda_j &\geq 0, \quad 1 \leq j \leq n
\end{align*}
\]

where \(\epsilon \in [0, 1]\) is a small prescribed number. Similarly, the optimal \(\theta_p \in [0, 1]\), solving the minimization problem (P-II), is the maximum efficiency score of the p-th DMU. One should solve problem (P-II) for all \(p \in \{1, \ldots, n\}\) to obtain all the efficiency scores for the n DMUs under analysis.

3 PRELIMINARIES

3.1 Normal Random variables

In this section, we prove a useful equivalency property for linear combination of normal random variables.

Lemma 1. Let \(X\) be normally distributed random variable with mean \(\mu\) and standard deviation \(\sigma\), (i.e. \(X \sim \mathcal{N}(\mu, \sigma)\)). Then

\[
P\{X \leq 0\} \geq 1 - \epsilon
\]

is equivalent to

\[
\mu \leq \epsilon \sigma
\]

where \(\epsilon\) is defined by \(\Phi_\sigma(\epsilon) = \frac{\mu}{\sigma}\) and \(\Phi_\sigma\) is the cumulative density function of \(Z \sim \mathcal{N}(0,1)\).

Proof. The random variable \(Z\), defined by

\[
Z = \frac{X - \mu}{\sigma}
\]

is a standard normal distribution, with mean \(\mu_z = 1\) and standard deviation \(\sigma_z = 1\). We have

\[
P\{X \leq 0\} = P\left\{Z \leq \frac{\mu}{\sigma}\right\} = \Phi_\sigma\left(\frac{\mu}{\sigma}\right) \geq 1 - \epsilon
\]

The symmetry property of the standard normal distribution implies that

\[
\Phi_\sigma\left(\frac{\mu}{\sigma}\right) = 1 - \Phi_\sigma\left(\frac{\mu}{\sigma}\right)
\]

Therefore,

\[
\Phi_\sigma\left(\frac{\mu}{\sigma}\right) \leq \epsilon = \Phi_\sigma(\epsilon)
\]

or

\[
\frac{\mu}{\sigma} \leq \epsilon
\]

Applying the inverse function \(\Phi_\sigma^{-1}\) to (1), we get

\[
\frac{\mu}{\sigma} \leq \epsilon
\]
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Proposition 1. For $1 \leq k \leq N$, let $X_k$ be normally distributed random variables with mean $\mu_k$ and standard deviation $\sigma_k$, i.e.

then, for $(a_k)_{k \in \{1, \ldots, N\}} \in \mathbb{R}^N$,

$$
\sum_{k=1}^{N} a_k \mu_k \leq e \sum_{k=1}^{N} a_k^2 \sigma_k^2 + 2 \sum_{1 \leq i < k} a_i a_k \text{Cov}(X_i, X_k),
$$

is equivalent to

$$
\sum_{k=1}^{N} a_k \mu_k \leq e \sum_{k=1}^{N} a_k \sigma_k^2 + 2 \sum_{1 \leq i < k} a_i a_k \text{Cov}(X_i, X_k),
$$

where $\Phi_x(\epsilon) = \epsilon$.

Proof. The random variable $U$ defined by

$$
U := \sum_{k=1}^{N} a_k X_k
$$

is normally distributed [16] with mean $\mathbb{E}[U] = \sum_{k=1}^{N} a_k \mu_k$ and variance $\text{Var}(U) = \sum_{k=1}^{N} a_k \sigma_k^2 + 2 \sum_{1 \leq i < k} a_i a_k \text{Cov}(X_i, X_k)$. We have

$$
P(U \leq 0) \geq 1 - \epsilon
$$

Lemma 1 implies that

$$
\mu_U \leq e \sigma_U.
$$

That is

$$
\sum_{k=1}^{N} a_k \mu_k \leq e \sum_{k=1}^{N} a_k^2 \sigma_k^2 + 2 \sum_{1 \leq i < k} a_i a_k \text{Cov}(X_i, X_k).
$$

3.2 Poisson Random Variables

It is known that the sum of independent Poisson distributions is a Poisson distribution [22]. However, the subtraction of two independent Poisson distributions follows Skellam distribution [18]. In this section, we derive a relation between the probability of Skellam variable below or above zero, and the probability of Skellam distribution.

Definition 1. [3] The modified Bessel functions $I_k$ of the first kind of order $k \in \mathbb{N}$ are defined by

$$
I_k(x) := \sum_{m=0}^{\infty} \frac{1}{m! (m + k)!} \left( \frac{x}{2} \right)^{2m+k}.
$$

Remark 1. The modified Bessel function of the first kind of zero order can be computed by integration as follows

$$
I_0(x) := \sum_{m=0}^{\infty} \frac{1}{m!^2} \left( \frac{x}{2} \right)^{2m} = \frac{1}{\pi} \int_{0}^{\pi} \exp(x \cos \theta) \, d\theta = \frac{\exp(x)}{\sqrt{x}}.
$$

Definition 2. [25] The Skellam distribution with parameters $\nu_1$ and $\nu_2$, denoted by

$S \sim \text{Skellam}(\nu_1, \nu_2)$,

is defined by its probability function as follows

$$
P(S = s) = e^{-(\nu_1+\nu_2)} \frac{(\nu_1)^{s/2}}{\nu_2} I_{s/2}(2\sqrt{\nu_1 \nu_2})
$$

for all $s \in \mathbb{Z}$.

In fact, for $X \sim \text{Poisson}(\nu)$ and $Y \sim \text{Poisson}(\mu)$, if $\text{Cov}(X,Y) = 0$, i.e. $X$ and $Y$ are independent, then $X - Y \sim \text{Skellam}(\nu, \mu)$ [15].

Definition 3. The Marcum $Q$ function is defined by

$$
Q(a, b) := \int_{b}^{\infty} \exp \left( -\frac{x^2 + a^2}{2} \right) I_0(ax) \, dx
$$

for all $a, b \geq 0$, where $I_0$ is the modified Bessel function of zero order given by (4).

Note that, the Marcum function is a built-in routine in MATLAB and can be called by $Q = \text{marcumq}(a, b)$.

Lemma 2. Let $X$ and $Y$ be independent random variables following Poisson distribution with means $\nu$ and $\mu$, respectively; then

$$
P(X \leq Y) = 1 - \exp(-\mu) \int_{0}^{\nu} \exp(-t) I_0(2\sqrt{\mu t}) \, dt,
$$

where $I_0$ is the modified Bessel function of order 0, defined in (4).

Proof. Let $X \sim \text{Poisson}(\nu)$ for $x \in \mathbb{R}_+$ independent of $Y$. Using the probability density function of the Poisson random variable, for $k \in \mathbb{N}$, we have

$$
P(X = k) = \frac{\exp(-\nu) \nu^k}{k!}.
$$

Differentiating both sides with respect to $x$, we get for $k > 0$,

$$
\frac{d}{dx} P(X = k) = \frac{1}{(k-1)!} \exp(-\nu) x^{k-1} - \frac{1}{k!} \exp(-\nu) x^k = P(X = k - 1) - P(X = k),
$$

however, for $k = 0$,

$$
\frac{d}{dx} P(X = 0) = -\exp(-\nu) = -P(X = 0).
$$

Using equations (5) and (6), we get for $y \in \mathbb{N}$,

$$
\frac{d}{dx} P(X \leq y) = \frac{d}{dx} \sum_{k=0}^{y} P(X = k) = -P(X = y).
$$

We have

$$
P(X \leq Y) = \sum_{k=0}^{\infty} P(X \leq y | Y = y).
$$

Since $X$ and $Y$ are independent random variables, then

$$
P(X \leq Y) = \sum_{y=0}^{\infty} P(X \leq y) P(Y = y).
$$

Using Fubini theorem on differentiation [17], we get
\[
\frac{d}{dx} P(X \leq y) = \frac{d}{dx} \left( \sum_{y=0}^{\infty} P(X \leq y)P(Y = y) \right)
= \sum_{y=0}^{\infty} \frac{d}{dx} P(X \leq y)P(Y = y).
\]

Using (7) and (8), we obtain
\[
\frac{d}{dx} P(X \leq y) = -\sum_{y=0}^{\infty} P(X = y)P(Y = y).
\]

Hence
\[
\frac{d}{dx} P(X \leq y) = -\sum_{y=0}^{\infty} \exp(-(x + \mu)) \frac{\mu^y}{y!} = -\exp(-(x + \mu)) I_0(2\sqrt{x\mu}).
\]

The Fundamental Theorem of Calculus implies that
\[
P(X \leq y) = \int_0^y \exp(-(t + \mu)) I_0(2\sqrt{t\mu}) \, dt.
\]

In particular, for \( x = \nu \),
\[
P(X \leq \nu) = 1 - \int_0^\nu \exp(-(t + \mu)) I_0(2\sqrt{t\mu}) \, dt.
\]

Proposition 2. Let \( X \) and \( Y \) be independent random variables following Poisson distributions with means \( \nu \) and \( \mu \), respectively; then
\[
P(X > Y) = Q(\sqrt{2\mu}, 0) - Q(\sqrt{2\nu}, \sqrt{2\nu})
\]
where \( Q \) is the Marcum function.

Proof. Lemma 2 implies that
\[
P(X \leq Y) = 1 - \exp(-\mu) \int_0^\nu \exp(-t) I_0(2\sqrt{t\mu}) \, dt.
\]

Opposite events property implies that
\[
P(X > Y) = \exp(-\mu) \int_0^\nu \exp(t) I_0(2\sqrt{t\mu}) \, dt.
\]

Substituting \( x \) by \( \sqrt{2t} \) in the integral of the right-hand side, we get
\[
P(X > Y) = \exp(-\mu) \int_0^{\sqrt{2\nu}} x \exp \left( -\frac{x^2}{2} \right) I_0(\sqrt{2\mu} x) \, dx
\]
\[
= \int_0^{\sqrt{2\nu}} x \exp \left( -\frac{x^2 + (\sqrt{2\mu})^2}{2} \right) I_0(\sqrt{2\mu} x) \, dx.
\]

Using Definition 3 of the Marcum function, we get
\[
P(X > Y) = Q(\sqrt{2\mu}, 0) - Q(\sqrt{2\nu}, \sqrt{2\nu}).
\]

4 FORMULATION OF SIODEA MODEL
In this section, we develop a novel DEA model, which is equivalent to the VRS SIODEA model (P-II) with deterministic outputs and mixed inputs. Each input from all the DMUs can be either
1. deterministic variable or
2. normal random variable or
3. Poisson random variable.

The new DEA model is a minimization problem with deterministic nonlinear constrained replacing the chance constrained in problem (P-II).

Let \( J_N \) be the set of indices \( i \) for which \( x_{ij} \in \Delta \) is normally distributed with mean \( \mu_{ij} \) and standard deviation \( \sigma_{ij} \) for any \( j \in \{1, ..., n\} \), i.e.
\[
J_N := \{ i \in \{1, ..., m\} | x_{ij} \sim N(\mu_{ij}, \sigma_{ij}), \forall j = 1, ..., n \}.
\]

Similarly define \( J_p \) as the set of indices \( i \) for which \( x_{ij} \in \Delta \) follows poisson distribution with mean \( \nu_{ij} \), i.e.
\[
J_p := \{ i \in \{1, ..., m\} | x_{ij} \sim Poisson(\nu_{ij}), \forall j = 1, ..., n \}.
\]

We have
\[
J_s = J_N \cup J_p.
\]

Recall that \( J_0 \) is the set of indices \( i \) for which \( x_{ij} \in \Delta \) is a deterministic input for any \( j = 1, ..., n \).

4.1 Deterministic equivalence of chance constrained with normal inputs
In this section, we construct a deterministic equivalent condition to the probabilistic one given in the optimization problem (P-II), in case the inputs are normally distributed. In this last condition the means and the standard deviations of the normal random variables are compared to a parameter corresponding to the standard normal distribution.

A direct consequence of Proposition 1 is that, for \( i \in J_N \) and \( p \in \{1, ..., n\} \), the first constrained in problem (P-II)
\[
P \left( \sum_{j=1}^{n} \lambda_j x_{ij} \leq \theta_p x_{ip} \right) \geq 1 - \epsilon
\]

is equivalent to
\[
\sum_{j=1}^{n} \lambda_j \nu_{ij} - \theta_p \mu_{ip} \leq \epsilon
\]

where \( \delta_{ij} \) is the Kronecker delta, defined by
\[
\delta_{ij} = \begin{cases} 0 & \text{if } i \neq j \\ 1 & \text{if } i = j \end{cases}
\]

4.2 Properties following chance constrained with Poisson inputs
For any \( i \in J_p \), assume that, \( x_{ij} \) \( j=1, ..., n \) are independent Poisson distribution random variables. Consider \( \theta_p \in [0,1] \) and \( (\lambda_j)_{j=1}^{n} \in [0,1]^n \) s.t. \( \sum_{j=1}^{n} \lambda_j = 1 \). Define the following random variable
\[
X_{ip} := \sum_{j=1}^{n} \lambda_j x_{ij} - \theta_p x_{ip}.
\]

Remark 2. For \( \epsilon \in [0,1] \), if \( X_{ip} \) satisfies (13), then
\[
\begin{align*}
0 \leq \lambda_p < \theta_p \\
\text{or} \\
\theta_p = \lambda_p = 1
\end{align*}
\]

since otherwise \(X_{i,p} = \sum_{j=1,i=p}^{n} \lambda_j x_{ij} - (\theta_p - \lambda_p) x_{ip}\) is a non-zero random variable following Poisson distribution with \(P(X_{i,p} \leq 0) > 0\).

Remark 2 and the fact that the sum of independent Poisson distribution is a Poisson distribution [22] implies that \(X_{i,p}\) defined by (12) is either identically zero or

\[X_{i,p} \sim \text{Skellam}\left(\sum_{j=1,i=p}^{n} \lambda_j v_{ij}, (\theta_p - \lambda_p)v_{ip}\right)\]

4.3 Deterministic Equivalent Model
The following theorem proves the existence of an equivalent deterministic model to the SIODEA problem given by (P-II). The outputs are deterministic, while the inputs are mixed between deterministic variables, normal random variables and independent Poisson random variables. The chance constrained with normal variables are replaced by a deterministic constrained involving the parameters of the normal distributions. However, this was not trivial for chance constrained with Poisson variable as there is no standard form for Poisson distributions.

Theorem 1. For \(i \in J_p\), assume \((x_{ij})_{1 \leq j \leq n}\) are independent Poisson distributions, then the minimization problem of the SIODEA (P-II) is equivalent to

\[
\begin{align*}
\text{Minimum} \left( \theta_p \right) \\
\text{s.t.} \\
\sum_{j=1}^{n} \lambda_j \mu_{ij} - \theta_p \mu_{ip} \\
\leq e \left( \sum_{j=1}^{n} (\lambda_j - \delta_{jp} \theta_p)^2 \sigma_j^2 + 2 \sum_{k<j} (\lambda_k - \delta_{kp} \theta_p)(\lambda_j - \delta_{jp} \theta_p) \sigma_{jk} \right) \text{ and } \lambda_j \geq 0, \ 1 \leq j \leq n
\end{align*}
\]

\[Q \left( \sqrt{2(\theta_p - \lambda_p)v_{ip}}, 0 \right) \leq Q \left( \sqrt{2(\theta_p - \lambda_p)v_{ip}}, \sqrt{2 \sum_{j=1,i=p}^{n} \lambda_j v_{ij}} \right) \text{ for } i \in J_p
\]

\[
\sum_{j=1}^{n} \lambda_j y_{rj} \geq y_{rp}, \quad r = 1, \ldots, s
\]

Remark 2 ensures that \((\theta_p - \lambda_p) \geq 0\), then

\[
\left(\theta_p - \lambda_p\right) x_{ip} \sim \text{Poisson} \left( \sum_{j=1,i=p}^{n} \lambda_j v_{ij} \right)
\]

5 APPLICATION
In this section, we present a hypothetical example which will be solved by model (P-III). Consider a university with three colleges. This university wishes to study the relative performance of its colleges. For that purpose, it examines three inputs: number of professors \((x_{ij})_{1 \leq j \leq 3}\), annual budget \((y_{ij})_{1 \leq j \leq 3}\) and annual students registration \((z_{ij})_{1 \leq j \leq 3}\). The former is a deterministic variable, while the rest are stochastic. It also observed two outputs: the number of bachelors \((y_{1j})_{1 \leq j \leq 3}\) and masters \((y_{2j})_{1 \leq j \leq 3}\) granted to students. The data for the deterministic variables and the parameters for the stochastic random variables for the three colleges are given by Table 1.

<table>
<thead>
<tr>
<th>College</th>
<th>College</th>
<th>College</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>No. of Professors ((x_{ij}))</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>No. of Bachelors ((y_{ij}))</td>
<td>29</td>
<td>27</td>
</tr>
<tr>
<td>No. of Masters ((y_{ij}))</td>
<td>23</td>
<td>8</td>
</tr>
<tr>
<td>Mean of Annual Budget ((\mu_{ij}))</td>
<td>17</td>
<td>28</td>
</tr>
<tr>
<td>Variance of Annual Budget ((\theta_{ij}))</td>
<td>1.3</td>
<td>1.4</td>
</tr>
<tr>
<td>Mean of Students registration ((\lambda_{ij}))</td>
<td>13</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 1: Inputs and outputs data for the three colleges
The annual students’ registration for the three colleges are independent, while the annual budget for the three colleges is a dependent variable as they are parts of one university. The dependency is described by the covariance as follows:
\[
\text{Cov}(x_{21}, x_{22}) = 0.8, \quad \text{Cov}(x_{21}, x_{23}) = 0.7, \quad \text{and} \quad \text{Cov}(x_{22}, x_{23}) = 0.6
\]
Recall that, the aim of this example is to calculate the relative efficiency of the three colleges, within the same university. Let \( \epsilon = 30\% \) and hence \( e = \Phi^{-1}(\epsilon) = -0.5244 \). All the below results are obtained by running a MATLAB script, which is available on Github for further simulations [24].

Case 1
In this case, we consider the annual budget follows normal distribution, while the annual students’ registration follows Poisson distribution. Then, according to Theorem 1, the relative efficiency score of the \( p \)-th college \( \theta_p \) solves the following nonlinear optimization problem
\[
\text{Minimum} \{ \theta_p \} \quad s.t.
\]
\[
17\lambda_1 + 28\lambda_2 + 12\lambda_3 - \mu_p\theta_p \leq -0.5244 \left[ 1.3(\lambda_1 - \delta_{1p}\theta_1)^2 + 1.4(\lambda_2 - \delta_{2p}\theta_2)^2 + 1.3(\lambda_3 - \delta_{3p}\theta_3)^2 + 2 \left( 0.8(\lambda_1 - \delta_{1p}\theta_1)(\lambda_2 - \delta_{2p}\theta_2) + 0.7(\lambda_1 - \delta_{1p}\theta_1)(\lambda_3 - \delta_{3p}\theta_3) + 0.6(\lambda_2 - \delta_{2p}\theta_2)(\lambda_3 - \delta_{3p}\theta_3) \right)^{1/2} \right]
\]
\[
Q \left( \sqrt{2\nu_p(\theta_p - \lambda_p)}, 0 \right) - Q \left( \sqrt{2\nu_p(\theta_p - \lambda_p)}, \sqrt{2(13\lambda_1 + 18\lambda_2 + 16\lambda_3 - \nu_p\lambda_p)} \right) \leq 0.3
\]
where \( \mu_p, \nu_p, x_{1p}, y_{1p} \) and \( y_{2p} \) are varying according to Table 1. Solving problem (15), for \( p \in \{ 1, 2, 3 \} \), we obtain
- First college efficiency score: \( \theta_1 = 100\% \);
- Second college efficiency score: \( \theta_2 = 98.36\% \);
- Third college efficiency score: \( \theta_3 = 100\% \).

This means that first and third colleges are efficient while the second one is not efficient.

Case 2
In this case, the annual budget and the student registration inputs are assumed to follow normal distributions. Thus, we have two normal inputs and no Poisson inputs (i.e., \([y_1]\) = 2 and \([y_2]\) = 0). The variance of student registration variable corresponding to each college is equal to its mean and with no correlation among the colleges (i.e., \( \text{Cov}(x_{3j_1}, x_{3j_2}) = 0 \) for \( j_1 \neq j_2 \)). Then, according to Theorem 1, the relative efficiency score of the \( p \)-th college \( \theta_p \) solves the following nonlinear optimization problem
\[
\text{Minimum} \{ \theta_p \} \quad s.t.
\]
\[
17\lambda_1 + 28\lambda_2 + 12\lambda_3 - \mu_p\theta_p \leq -0.5244 \left[ 1.3(\lambda_1 - \delta_{1p}\theta_1)^2 + 1.4(\lambda_2 - \delta_{2p}\theta_2)^2 + 1.3(\lambda_3 - \delta_{3p}\theta_3)^2 + 2 \left( 0.8(\lambda_1 - \delta_{1p}\theta_1)(\lambda_2 - \delta_{2p}\theta_2) + 0.7(\lambda_1 - \delta_{1p}\theta_1)(\lambda_3 - \delta_{3p}\theta_3) + 0.6(\lambda_2 - \delta_{2p}\theta_2)(\lambda_3 - \delta_{3p}\theta_3) \right)^{1/2} \right]
\]
\[
13\lambda_1 + 18\lambda_2 + 16\lambda_3 - \nu_p\theta_p \leq -0.5244 \left[ 13(\lambda_1 - \delta_{1p}\theta_1)^2 + 18(\lambda_2 - \delta_{2p}\theta_2)^2 + 16(\lambda_3 - \delta_{3p}\theta_3)^2 \right]^{1/2}
\]
\[
6\lambda_1 + 15\lambda_2 + 10\lambda_3 \leq x_{1p}\theta_p
\]
\[
29\lambda_1 + 27\lambda_2 + 2\lambda_3 \geq y_{1p}
\]
\[
23\lambda_1 + 8\lambda_2 + 12\lambda_3 \geq y_{2p}
\]
\[
\lambda_1 + \lambda_2 + \lambda_3 = 1
\]
where \( \mu_p, \nu_p, x_{1p}, y_{1p} \) and \( y_{2p} \) are given in Table 1. Solving problem (16), for \( p \in \{ 1, 2, 3 \} \), we obtain
- First college efficiency score: \( \theta_1 = 100\% \);
- Second college efficiency score: \( \theta_2 = 87.28\% \);
- Third college efficiency score: \( \theta_3 = 100\% \).

This means that first and third colleges are efficient while the second one is not efficient.

Note that the efficiency score of the second college differs in the above two cases. Assuming the student registration variable is normally distributed leads to different results than assuming it following Poisson distribution. Therefore, the above results show the assumption that any random variable under consideration in a stochastic DEA model is following normal distribution will lead to misleading measurement for the DMUs efficiency. Interpreting the efficiency scores, while assuming all the random variables are normally distributed, may lead to wrong management decision. Therefore, it is recommended to choose the appropriate distribution for the random variables (inputs or outputs) before using data envelopment analysis approach.

6 CONCLUSION AND FUTURE WORK
DEA is a powerful tool, in management science, using mathematical programming to evaluate the performance, which is determined by the efficiency score, of different organizations, firms, products, etc. This efficiency measurement takes place in different applications like education, energy, agriculture, etc. Stochastic DEA models allow the inputs or outputs to be stochastic random variables. Only normal variables in such models were introduced in the literature. Variables which can be described by rate of flow usually follow Poisson or exponential distributions. These
distributions have not been yet considered in stochastic DEA models. In this paper, the probability comparing two Poisson random variables is determined by difference of Marcum functions evaluated at different points related to the means of these variables. As a result, a deterministic model with non-identical random inputs, varying between either normal or Poisson distributions, is developed. In reality, this developed model gives flexibility in choosing the appropriate distribution for the input variables under consideration. The approach, used to formulate this novel model, can be used for output oriented stochastic DEA. Lastly, it is shown that misleading efficiency score will result from assuming all the stochastic inputs are normally distributed. For future work, inputs and outputs being random variables following distributions different than normal and Poisson can be considered. Moreover, the assumption on the dependency of Poisson random variables among the DMUs under analysis can be addressed in future studies.
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