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Abstract: The current waste segregation methods include manual segregation of waste by the waste generators. This method though simple is not effective when it comes to accuracy and time interval of waste segregation. We present an effective system for the above purpose which segregates waste based on supervised machine learning algorithms and segregates the waste into cardboard, glass, metal, trash, paper and plastic. Initially, data is collected and augmentation is done. The algorithm converts the image sets available in different folders into grayscale converting it to a 2D matrix. The images are then converted and stored in a 1D array which are further used for labeling while testing. By using CNN the input images are sampled and then convolved to determine the edges in the images. Pooling is done iteratively to reduce the dimensions of the image. Further, on application of activation function the output image is obtained. The proposed system presents a simple and an effective method to segregate waste using machine learning, thus completely removing human intervention in the segregation stage. An efficiency of 80% has been achieved in the testing process.

1 INTRODUCTION

Waste management is a continuous process of the collection, transport, treatment and disposal of waste[1]. Monitoring and regulation are a very important part of the waste management process. With the increasing amount in the waste generation it is imperative that we make the process of waste disposal and treatment as efficient as possible[2]. When the domestic household waste is considered, the disposal method includes collection of waste by the government authorities at the door step of the people. But most of the time the waste is not segregated properly, which affects the further segregation stages in a negative manner. Our goal is to find an efficient and a cost-effective method to segregate waste at the lowest possible level. According to the Solid Waste Management Rules 2016, the generators of waste are supposed to segregate the waste into three parts which are biodegradable, non-biodegradable and domestic hazardous wastes and hand them over to the local authorities on time to time basis. Untreated waste become a breeding point for many harmful microorganisms. The gases released at the site of untreated waste is harmful and causes diseases like nausea and many other airborne diseases. Untreated waste mixes with water and causes many waterborne diseases like cholera and diarrhoea. We propose to solve the waste segregation problem using machine learning. This model consists of training a neural network based to classify the images into biodegradable and non-biodegradable wastes. Logistic regression and basic linear classification is applied[3]. The images are classified into glass, metal, paper, plastic, cardboard and trash. The neural network in consideration involves four layers, convolution, pooling, dropout, flatten and dense. This is followed by the activation function to give the output image. Using supervised learning, initially the data is collected and augmentation is done. The images are then stored in a 1D array and further labelled for testing the model. The advantage of this type of segregation is the ease of segregation and also the accuracy of the segregation of waste.

2 METHODOLOGY

Deep learning neural networks are of prime importance when it comes to image recognition, classification and detection [5]. Different layers of the neural network work together in order to achieve the given output. Each layer can either reduce the dimensions or work on sampling the image. Convolution neural network (CNN) is a type of neural network where a multilayer perceptron is used. It is helpful in identifying a general 2D image and collect the information [6]. The network is made up of:

- input layer
- convolution layer
- sample layer
- output layer

To improve the accuracy and structure, the convolution layer and sample layer can be multi-layered. In CNN, instead of checking the whole image, we check the local area containing valuable information about the image which sometimes is called Region CNN or RCNN. Consider taking a small patch of the input image and run a small neural network on it with ‘k’ outputs and represent them vertically. With the help of a suitable kernel, we can reduce the dimensions of the image to be ready for pooling. Network is moved across the whole image to get another image with different width, height, and depth. In the later stages, we use an activation function on the convolved image to get the output (RELU or SoftMax function) [7].

Thus, the output matrix has lesser weights used to express most of the important information of original matrix. Next step after sampling and convolving with kernel is Pooling
[8]. In pooling, we consider a pooling layer that is continuously inserted in the image matrix and reduces the size to reduce the computation speed and prevent overfitting. Pooling can either be ‘Average’ pooling where the average values of the image region is taken or ‘Max’ pooling where maximum value is considered.

### 3 Implementation and Specifications:

![Diagram of CNN algorithm execution](image)

In snippet 1, each image is converted into an array and stored in numpy format. In snippet 2, `immatrix` is the array of arrays of images and `flatten` is used to convert it into a 1 dimension vector.

Output labels are created and then added to the tuple ‘train_data’. Further, the splitting of the train and test data is done and the model is trained on the training set and validated on the test set.

#### 3.1 Training

For training the data, first, all the images of a particular category are converted to an array. So cardboard images will be stored in a numpy array. We use numpy library here as it is easy to use it with matrices and arrays. An array of arrays of all images will be created with all the categories in that single array of array with its corresponding labels. This array of array is fed into the neural network and training is done.

#### 3.2 Validation

Validation of the model is very important as it tells us how good our model is performing on the random test data set. We aim to make our validation accuracy high. In snippet 3, we have used a sequential model, with one input convolution layer, with 64x64 pixels as the input and a kernel size of 3x3. Kernel size basically gives the size of the matrix which moves over the image matrix and compares all the pixels in the grid of 3x3 pixels, and reduces it to one pixel. A maxpooling layer is added to pad with zeroes and not reduce the size of each image below 64x64, as due to convolution, the image size reduces. Here, 3 convolution layers are added, with 64, 64 and 128 as the convolution size, respectively. A dropout layer is also added with a dropout of 0.5. This layer is used to increase the network to work with black and white images and RGB is eliminated. This is implemented considering that the colour of the trash is not an important factor. Once we have the data ready, we create output labels for each dataset class. This is done to predict the output category.
computation even further, by not using some neurons during the training. One hidden layer, with 128 neurons, is added to the model, with activation function as rectified linear function (relu). The output layer has 6 neurons as there are 6 classes and softmax function is used. Softmax function is used for multiclass classification.

With the given small dataset, and the basic convolution model, we got an accuracy of approx 75% on test case and 65% on validation case, for 25 epochs. If run for a higher number of epochs, the accuracy would increase even more. Another way to increase the accuracy is to use the already defined models like the VGG16 or the ImageNet.

3.3 Sample output
Notice that two out of the 10 samples, the model predicts it wrong, but the rest of the time, the model predicts it right.

4 CONCLUSION:
Solid Waste Management Rules, 2000 which only required the generators of waste to hand over the waste to the local authorities on time to time basis. Waste management is necessary for the protection of our environment and the health and hygiene of the human population. The proposed system presents a simple and an effective method to segregate waste using machine learning, thus completely removing human intervention in the segregation stage. An efficiency of 80% has been achieved in the testing process.
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