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Abstract: Support Vector Machine (SVM) and back-propagation neural network (BPNN) has been applied successfully in many areas, for example, rule extraction, classification and evaluation. In this paper, we studied the back-propagation algorithm for training the multilayer artificial neural network and a support vector machine for data classification and image reconstruction aspects. A model focused on SVM with Gaussian RBF kernel is utilized here for data classification. Back propagation neural network is viewed as one of the most straightforward and is most general methods used for supervised training of multilayered neural network. We compared a support vector machine (SVM) with a back-propagation neural network (BPNN) for the task of data classification and image reconstruction. We made a comparison between the performances of the multi-class classification of these two learning methods. Comparing with these two methods, we can conclude that the classification accuracy of the support vector machine is better, and algorithm is much faster than the MLP with back propagation algorithm.
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1 INTRODUCTION

Today, support vector machines and alongside other learning based-kernel algorithm show preferred comes about over multilayer perceptron using back propagation neural networks and other intelligent models. In addition, support vector machines don't depend so intensely on heuristics, i.e. a discretionary decision of the model and have a more adaptable structure [1-2]. Classifying data has been one of the major parts in machine learning. The idea of Support Vector Machine (SVM) is to create a hyper plane in between data sets to indicate which class it belongs to [3-4]. SVM map a given set of binary labelled training data to a high dimensional feature space and separate the two classes of data with a maximum margin of hyper plane. SVM uses an optimum linear separating hyper plane to separate two sets of data in a feature space. The separating hyper plane is the hyper plane that maximizes the distance between the two parallel hyper planes [5]. This optimum hyper plane is produced by maximizing minimum margin between the two sets. Therefore the resulting hyper plane will only be depended on border training patterns called support vectors. So, Support vectors are the data points that lie closest to the decision surface [6]. The neural systems may be viewed as the universal classification of the measured information in the multi-dimensional space [7]. They understand two sorts of characterization: the global and neighborhood one [8].

The most vital case of global system is the Multi-Layer Perception (MLP), utilizing the sigmoid enactment capacity of neurons. A typical multilayer perceptron (MLP) network consists of a set of source nodes forming the input layer, one or more hidden layers of computation nodes, and an output layer of nodes. The input signal propagates through the network layer-by-layer. The signal-flow of such a network with two hidden layer is shown in Figure 1. Multi layer feed forward back propagation algorithm is used to train the network and tests the performance of the network. MLP networks are typically used in supervised learning problems [9]. This means that there is a training set of input-output pairs and the network must learn to model the dependency between them. Multilayer Perceptron (MLP) network is a popular learning algorithm in a sense that neural network knows the desired output and adjusting of weight coefficients is done in such way, that the calculated and desired outputs are as close as possible [10-11]. The most illustrative sample of local neural system is the Support Vector Machine (SVM) of distinctive kernel functions. Choosing distinctive kernel functions will produce different SVMs and may result in different performances [12-13]. In the SVM literature, there are four types of kernel function is used, there exist linear kernel, polynomials kernel, sigmoid kernel and RBF kernel. In these popular kernel functions, RBF is the main kernel function because of following reasons [1]: The RBF kernel nonlinearly maps samples into a higher dimensional space unlike to linear kernel, the RBF kernel has less hyper parameters than the polynomial kernel and the RBF kernel has less numerical difficulties. Once the kernel is fixed, SVM classifiers have only a user-chosen parameter called cost parameter. Several survey papers on comparing SVMs with Gaussian Kernels to Radial Basis Function Classifiers can be found in literature, but these focus on a sub-set of techniques and often only on performance accuracy [14-17]. The rest of this paper is organized as follows: Section 2 describes a brief overview on SVM for data classification aspect with SVM program procedure. The multi-layer perception with back propagation algorithm including BPN program training and testing process is described in Section 3. The experimental results are presented in section 4. Also
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Section 4 gives comparison results between support vector machines and multi-layer perceptron classifier. Our conclusion and forthcoming research are presented in Section 5.

2 OVERVIEW OF SUPPORT VECTOR MACHINE

SVM utilizes an optimum linear separating hyperplane to separate two data sets in a feature space. This optimum hyperplane is produced by maximizing minimum margin between the two sets [18]. Therefore the resulting hyperplane will only be depended on border training patterns called support vectors. The support vector machine operates on two mathematical operations: (1) Nonlinear mapping of an input vector into a high-dimensional feature space that is hidden from both the input and output. (2) Construction of an optimal hyperplane for separating the features.

2.1 Variable Definition

1. Let \( x \) denote a vector drawn from the input space, assumed to be of dimension \( m_0 \).
2. Let \( \{ \varphi_j(x) \} \) for \( j=1 \) to \( m_1 \), denote a set of nonlinear transformations from the input space to the feature space (Ng & Gong 2002).
3. \( m_1 \) is the dimension of the feature space.
4. \( \{ w_j \} \) for \( j=1 \) to \( m_1 \) denotes a set of linear weights connecting the feature space to the output space.
5. \( \varphi_j(x) \) represent the input supplied to the weight \( w_j \) via the feature space.
6. \( b \) is the bias.
7. \( \alpha_i \) is the Lagrange coefficient.
8. \( d_i \) corresponding target output.

2.2 Kernel Selection of SVM

Training vectors \( x_i \) are mapped into a higher (may be infinite) dimensional space by the function \( \varphi \). Then SVM finds a linear separating hyperplane with the maximal margin in this higher dimension space. \( C > 0 \) is the penalty parameter of the error term [19]. Furthermore, \( K(x, x_i) = \varphi^T(x)\varphi(x_i) \) is called the kernel function. There are many kernel functions in SVM, so how to select a good kernel function is also a research issue. However, for general purposes, there are some popular kernel functions [20-21]:

1. Linear kernel:
   \[
   K(x, x_i) = x^T x_i
   \]
2. Polynomial kernel:
   \[
   K(x, x_i) = (y x^T x_i + r)^d, y > 0
   \]
3. RBF kernel:
   \[
   K(x, x_i) = \exp(-\gamma ||x - x_i||^2), y > 0
   \]
4. Sigmoid kernel:
   \[
   K(x, x_i) = \tanh(y x^T x_i + r)
   \]

Here, \( y, r \) and \( d \) are kernel parameters. In these popular kernel functions, RBF is the main kernel function because of following reasons [21-22]:
1. The RBF kernel nonlinearily maps samples into a higher dimensional space unlike to linear kernel.
2. The RBF kernel has less hyper parameters than the polynomial kernel.
3. The RBF kernel has less numerical difficulties.

2.3 Steps Involved in the Design of SVM

1. Hyperplane acting as the decision surface is defined as
   \[
   \sum_{i=1}^{N} \alpha_i d_i K(x, x_i) = 0
   \]
   Where
   \[
   K(x, x_i) = \varphi^T(x)\varphi(x_i)
   \]
   \( \varphi(x) \) represents the inner product of two vectors induced in the feature space by the input vector \( x \) and input pattern \( x_i \) pertaining to the \( i \)th example. This term is referred to as inner-product kernel [6], [23].
   Where
   \[
   W = \sum_{i=1}^{N} \alpha_i d_i \varphi(x_i)
   \]
   \( \varphi(x) = [\varphi_0(x), \varphi_1(x), \ldots, \varphi_m(x)]^T \)
   \( \varphi_0(x) = 1 \) for all \( x \)
   \( w_0 \) denotes the bias \( b \)
2. The requirement of the kernel \( K(x, x_i) \) is to satisfy Mercer’s theorem. The kernel function is selected as a polynomial learning machine.
   \[
   K(x, x_i) = (1 + x^T x_i)^2
   \]
3. The Lagrange multipliers \( \{ \alpha_i \} \) for \( i = 1 \) to \( N \) that maximize the objective function \( Q(\alpha) \), denoted by \( \alpha_{0,1} \) is determined.
   \[
   Q(\alpha) = \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j d_i d_j K(x, x_i)
   \]
   Subject to the following constraints:
   \[
   \sum_{i=1}^{N} \alpha_i d_i = 0
   \]
   \[
   0 \leq \alpha_i \leq C \text{ for } i = 1,2,\ldots, N
   \]
4. The linear weight vector \( w_0 \) corresponding to the optimum values of the Lagrange multipliers are determined using the following formula:
   \[
   w_0 = \sum_{i=1}^{N} \alpha_i d_i \varphi(x_i)
   \]
   \( \varphi(x_i) \) is the image induced in the feature space due to \( x_i \)
   \( w_0 \) represents the optimum bias \( b_0 \).

2.4 SVM Program Procedure

Step 1: Read the Image and convert to the Binary Image
Step 2: Read 7000 random pixel of Binary Image and keep the pixel value (1 for white, 0 for black)
Step 3: Train the SVM and show the output
Step 4: Consider the RBF kernel
Step 5: Classify an observation using a Trained SVM Classifier
Step 6: Use cross-validation to find the best parameter rbf_sigma and boxconstraint.
Step 7: Use the best parameter rbf_sigma and boxconstraint to train the whole training set
Step 8: Test and Evaluate the performance of the classifier.

3 BACK PROPAGATION ALGORITHM

Back propagation is a form of supervised learning for multi-layer nets, also known as the generalized delta rule. Error data at the output layer is back propagated to earlier ones, allowing incoming weights to these layers to be updated. It is most often used as training algorithm in current neural network applications. The back propagation algorithm is an involved mathematical tool; however, execution of the training equations is based on iterative processes, and thus is easily
implementable on a computer [9]. During the training session of the network, a pair of patterns is called input pattern and desired pattern. The input pattern causes output responses at each neuron in each layer and, hence, an output ok at the output layer. At the output layer, the difference between the actual and target outputs yields an error signal. This error signal depends on the values of the weights of the neurons in each layer [24]. This error is minimized, and during this process new values for the weights are obtained. The speed and accuracy of the learning process that is, the process of updating the weights also depends on a factor, known as the learning rate.

![Fig. 1. Back Propagation Network.](image)

The process then starts by applying the first input pattern and the corresponding target output. The input causes a response to the neurons of the first layer, which in turn cause a response to the neurons of the next layer, and so on, until a response is obtained at the output layer. That response is then compared with the target response; and the difference (the error signal) is calculated. From the error difference at the output neurons, the algorithm computes the rate at which the error changes as the activity level of the neuron changes. So far, the calculations were computed forward (i.e., from the input layer to the output layer). Now, the algorithms steps back one layer before that output layer and recalculates the weights of the output layer (the weights between the last hidden layer and the neurons of the output layer) so that the output error is minimized [25]. The algorithm next calculates the error output at the last hidden layer and computes new values for its weights (the weights between the last and next-to-last hidden layers). The algorithm continues calculating the error and computing new weight values, moving layer by layer backward, toward the input. When the input is reached and the weights do not change, (i.e., when they have reached a steady state), then the algorithm selects the next pair of input-target patterns and repeats the process [26]. Although responses move in a forward direction, weights are calculated by moving backward. Hence the name of the algorithm is back-propagation.

### 3.1. Implementation of Back-Propagation Algorithm

The back-propagation algorithm consists of the following steps:

1. **Initialization:** At first the algorithm has to be initialized considering no prior information is known and picking the synaptic weights and thresholds from a uniform distribution. The type of activation function is sigmoid.

2. **Presentations by Training Examples:** The network has to be presented by epochs of training examples to perform forward and backward computations.

3. **Forward Computation:** Let us consider, the input vector to the layer of sensory nodes is \(x(n)\) and the desired response vector is \(d(n)\) which is in the output layer of computation nodes. In forward computation, the network’s local fields and function signals are computed by proceeding forward through the network by layer by layer basis. If sigmoid function is used, the output signal is obtained by the equation below:

   \[
   y_j^{(l)} = \varphi_j(v_j(n))
   \]

   If \(l=1\) which means the \(j\) neuron is in the first hidden layer then we get,

   \[
   y_j^{(0)} = x_j(n)
   \]

   Here, \(x_j(n)\) is the \(j\)th element of the input vector \(x(n)\). Let, \(L\) is the depth of network. If the neuron \(j\) is in the output layer that means \(l=L\) then

   \[
   y_j^{(L)} = o_j(n)
   \]

   So the error signal will be

   \[
   e_j(n) = d_j(n) - o_j(n)
   \]

   Here, \(d_j(n)\) is the \(j\)th element of the vector of desired response \(d(n)\).

4. **Backward Computation:** In backward computation the local gradients of the network is calculated by following the equation (Haykin, 2008):

   \[
   \delta_j^{(l)}(n) = \begin{cases} 
   e_j^{(l)}(n)\varphi_j'(v_j(n))v_j^{(l)}(n) & \text{output layer } L \\
   \varphi_j'(v_j(n))\sum_k \delta_k^{(l+1)}(n)w_{ji}^{(l+1)}(n) & \text{hidden layer } l
   \end{cases}
   \]

   \(\varphi_j'(.)\) represents differentiation with respect to the argument. The synaptic weights of the network in layer \(l\) have to be adjusted according to the generalized data rule. If \(\eta\) is the training rate parameter and \(\alpha\) is the momentum constant, we get,

   \[
   w_{ji}^{(n+1)} = w_{ji}^{(n)} + \alpha [w_{ji}^{(n)}(n-1)] + \eta \delta_j^{(l)}(n)y_j^{(l-1)}(n)
   \]

5. **Iteration:** Finally the forward and backward computations have to be iterated until the chosen stopping criterion is met. As the number of iterations increases the momentum and learning-rate parameters are adjusted by decreasing the values.

### 4. Experiment

Our given image is RGB image which is shown in Fig. 2. For our work, we first convert RGB image to gray scale image and then gray scale image to binary image.

**Step 1: Boundary Determination and Curve Fitting**

In this section, two classes of training data are determined and the boundary is set up. The goal of this task is and just is to test and justify the classification accuracy of the given picture which is shown in Fig. 2. We divide the picture into two classes. The wooden part of the door with frame represents as Class 1 and rest of the picture is treated as Class 2. In order to classify these two classes clearly, twenty boundary lines are needed. The specific data coordinate point is obtained by using data cursor, which can be found in the MATLAB figure toolbar. The data cursor sets up the zero point (0, 0) inherently
at the top left corner of the given picture. The (0, 0) point in the matlab simulation output of our project should be the bottom left corner. In order to produce the boundary lines effectively and efficiently, curve fitting is employed.

Step 2: Training Data Set and Testing Data Set Determination

After we have the boundaries of the wooden part of the door with frame, the next step is to obtain points from the original picture and sort the points by colour (black and white). First of all, 252353 points are obtained uniformly from the picture with a resolution of $409 \times 617$ pixels. Then, all the points in the wooden part of the door with frame is set as “0” and the colour is set as black. Similarly, all the rest points are set as “1” and the colour is set as white. So after this procedure, a $252353 \times 3$ matrix is generated as the database for our test.

The first two columns represent the X coordinate and Y coordinate of a certain point. The third column of the matrix represents the colour of the certain point. For training data set we randomly select 7000 points from 252353 points.

Step 3: Simulation Results

(1) SVM method

In MATLAB software, we used 10-fold cross-validation to find the best parameter rbf_sigma and boxconstraint. At first, we take 7000 samples, divide them into 10 groups of 700 samples each. Then train the network with 9 groups (6300 samples) and test with 1 group (700 samples). This is repeated ten times in matlab simulation, with each group used exactly once as a test set. Finally the 10 results from the folds are averaged to produce a single output. The results confirmed that the classification precision of the SVM with radial function (RBF) kernel function was as high as 99.5% when rbf_sigma and boxconstraint where 0.0373 and 0.0099. Then we used the best parameter rbf_sigma and boxconstraint to train the whole training set. The outputs from Matlab software are:

Classification Accuracy = 99.5%

(2) MLP method

In this paper, we used multilayer perceptron to train the network with back-propagation algorithm. The number of hidden layers is two, and the number of hidden neurons is 51 and 15 respectively. From the training window, we can access...
three plots: performance, training state, and regression. The performance plot shows the value of the mean squared error versus the iteration number. Every cycle of the complete preparing set is called an epoch. In every epoch, the network adjusts the weights in the direction that diminishes the error. As the iterative methodology of incremental modification proceeds with, the weights gradually converge to the optimal set of values. Numerous epochs are generally needed before training is completed. Training automatically stops when Mean Square Error (MSE) of the validation samples is increased. The average squared difference between outputs and targets is called the Mean Squared Error (MSE). Lower value of mean squared errors is better while zero means no error. The regression plot shows the relationship between the outputs of the network and the targets. Regression plot is used to validate the neural network. Regression analysis is performed to measure the correlation between outputs and targets. If the training were perfect, the outputs and the targets would be precisely equivalent, and however the relationship is seldom impeccable in practice.

For this implementation, the data set is collected from the given picture and Levenberg-Marquardt back-propagation algorithm is used for training the network. The performance of the proposed network is trained with back-propagation algorithm using MATLAB R2013a that is shown in Fig. 5. We ran the back-propagation algorithm 50 times and through the figure we can see that the best validation performance happens at epoch 248. From our obtained learning curve we can see that the validation and test curves are very similar. For avoiding overfitting, we used early stopping method so that training is stopped when the validation error starts to go up. We performed regression R analysis to measure the correlation between outputs and targets. We created a regression plot for validating the network that shows the relationship between the outputs of the network and the targets. From our experiment, it can be observed that the value of R is closer to 1 that indicates the accurate target prediction. We ran the back-propagation algorithm 50 times and we observed that the best validation performance happens at epoch 248. Levenberg – Marquardt algorithm (LM) is the most broadly used optimization algorithm. We also studied support vector machine (SVM) for classification aspects. The SVM utilizes measurable learning hypothesis to look for the best parameters with fminsearch that fits the accessible data well without over-fitting. The SVM has very few free parameters (rbf_sigma and boxconstraints) and these can be optimized using cross-validation. By utilizing this strategy, we get the best parameters for trained the SVM. In our experiment, we get the value for rbf_sigma and boxconstraints is 0.0373 and 0.0099 respectively. Overall classification accuracy is 99.5%. So, the exactness is high, however the execution time need to enhance, particularly when we work with large dataset. A decent feature of SVM is that just a small training set is required to provide significant results, in light of the fact that just the support vectors are of importance during training. Generally speaking, the SVM arrangement methodology is found very promising for image analysis. A forthcoming improvement will be to consolidate our system with other machine learning algorithms to build an alternate approach that can deal with a complex non-linear classification task. We can also include a comparison of many SVM kernels for image classification. Finally, we want to test the MLP and SVM on

The result of training, validation and testing samples is illustrated in Table 1. It can be observed that the estimation of R is closest to 1 showing the exact relation between outputs and targets. For our network, the training data shows a good fit. The validation and test outcomes additionally demonstrate R values that greater than 0.9.

The outputs from Matlab software are:

Accuracy = 94% (classification)  
Iteration = 248

Through our experiments, we have observed that the SVM gives somewhat preferable comes about over MLP in the image classification task. It has been shown that it can produce better results than the back propagation algorithm with multilayer perceptron. The computational efficiency of SVM is high almost 100%, compared with multi-layer perceptron, with only a few minutes of runtime necessary for training. The classification in Matlab is extremely fast. The training time of MLP is ten times longer than SVM.

5 CONCLUSION

In this paper, we used Back-Propagation learning algorithm to train the feed forward neural network using multilayer perceptron to perform a given task based on Levenberg-Marquardt algorithm and also we evaluated the performance of the trained network. From our learning curve, we see that the validation and test curves are very similar. For avoiding overfitting, we used early stopping method so that training is stopped when the validation error starts to go up. We performed regression R analysis to measure the correlation between outputs and targets. We created a regression plot for validating the network that shows the relationship between the outputs of the network and the targets. From our experiment, it can be observed that the value of R is closer to 1 that indicates the accurate target prediction. We ran the back-propagation algorithm 50 times and we observed that the best validation performance happens at epoch 248. Levenberg – Marquardt algorithm (LM) is the most broadly used optimization algorithm. We also studied support vector machine (SVM) for classification aspects. The SVM utilizes measurable learning hypothesis to look for the best parameters with fminsearch that fits the accessible data well without over-fitting. The SVM has very few free parameters (rbf_sigma and boxconstraints) and these can be optimized using cross-validation. By utilizing this strategy, we get the best parameters for trained the SVM. In our experiment, we get the value for rbf_sigma and boxconstraints is 0.0373 and 0.0099 respectively. Overall classification accuracy is 99.5%. So, the exactness is high, however the execution time need to enhance, particularly when we work with large dataset. A decent feature of SVM is that just a small training set is required to provide significant results, in light of the fact that just the support vectors are of importance during training. Generally speaking, the SVM arrangement methodology is found very promising for image analysis. A forthcoming improvement will be to consolidate our system with other machine learning algorithms to build an alternate approach that can deal with a complex non-linear classification task. We can also include a comparison of many SVM kernels for image classification. Finally, we want to test the MLP and SVM on

<table>
<thead>
<tr>
<th>Type of Data</th>
<th>MSE</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>2.35e-2</td>
<td>0.94212</td>
</tr>
<tr>
<td>Testing</td>
<td>2.2e-2</td>
<td>0.92733</td>
</tr>
<tr>
<td>Validation</td>
<td>2.7e-2</td>
<td>0.92745</td>
</tr>
</tbody>
</table>

Fig. 5. The Learning Curve.
some challenging image classification tasks.
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