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Abstract: In this study, we describe An Arabic Question Answering(QA) system based on data mining approach. The system employs text mining techniques to determine the likely answers to factoid questions. It depends mainly on the use of lexical information and does not apply any complex language processing tools such as named entity recognizers, parsers and ontologies. The system achieved an accuracy of 61.5%.
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1 INTRODUCTION
Day by day, internet users number is increasing in percentage. The traditional search engines accept user's queries in the form of a set of keywords and they return a list of hyperlinks to documents. It is the sole responsibility of the user to search for the answer in the documents referred by these hyperlinks. In this regard, the motivation for systems that provide exact answers in response to users' questions given in natural language has risen. QA systems are extracting information provided by these hyperlinks. Question Answering provides perfect solution to return/retrieve correct and accurate answers to user. QA system enables the users to provide questions in natural language text and receive concise and relevant response as result. Many techniques from Artificial Intelligence(AI), Natural Language Processing(NLP), Information retrieval(IR), Machine Learning(ML) and Information extraction(IE) are brought together to propose a better QA system[1][2]. Recent developments in QA use several of linguistic tools/resources to help in understanding the natural language questions and the documents. However, these approaches have the drawback of development complexity and not optimal practically. In this study, we propose a QA system that can answer factoid questions like what, where, when, and who. This system is based on a text mining approach that requires a minimal information about the syntax and the lexicon of the specified language. It is built on the assumption that the questions and their answers are commonly expressed using the same set of terms. Therefore, it simply employs lexical information to identify the document containing relevant passages and to extract the candidate answers. The following sections present the details of the system. In particular, section 2 describes the method and architecture of the proposed QA system for factoid questions and section 3 discusses the results achieved by our system for Arabic language.

2 PROPOSED QUESTION-ANSWERING SYSTEM
It consists of three main modules: question classification identifies the type of the expected answer; passage retrieval in which passages with a high probability of containing the answer are retrieved from the document collection; and answer extraction, which selects candidate answers using a machine-learning approach, and the selection of final answer is done. The following sections describe in more detail each of these modules. Figure 1 shows the general process for answering factoid questions.

2.1 Question Classification
This module identifies the semantic class of the expected answer. The identified answer type will be used later by the answer extraction module to apply the proper technique for extracting the answer and hence reduce the searching space. The is to direct the answer extraction only to focus on those text blocks related to the expected type of answer. Our QA system performs this task using an approach based on regular expressions. It only deals with three main semantic classes of expected answers: names, dates, and quantities.

2.2 Document Retrieval Module
This module returns documents from the corpus that are possibly to contain answers to the user's question. It consists of text search engine. This module takes the user's question as input and creates a query containing a set of terms which are likely to occur in documents containing an answer. The generated query is passed to the text search engine, which employs it to return a set of documents[3].

2.3 Passage Retrieval Module
Passage extraction module take a document as input and attempts to identify passages from the document that contain an answer. The passage retrieval method identifies the passages with the relevant terms using a traditional information retrieval technique which is based on the vector space model. The passage retrieval module divides the document into passages, calculate a score for each passage and retrieves the passage having the highest score[4][5][6].
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Fig. 1. QA Architecture

2.4 Answer Extraction
This module takes a passage from the passage retrieval module as input and tries to return an exact phrase as an answer. User needs a precise and very concise answers. It is constructed based on a supervised machine-learning approach. It is composed of two main modules namely: attribute extraction module and answer selection module. Attribute extraction. The retrieved passages are analyzed in order to determine all text blocks related to the expected type of answer. Each identified text block is considered as a candidate answer. For doing this analysis, a set of regular expressions are applied. Next, analysis of the lexical context of each candidate answer is performed with the intent of building its formal representation. That is, each candidate answer is represented by a set of 21 attributes, clustered in the following sets:
1. Attributes that describe the complexity of the question, for instance, number of words of the question (excluding stop-words).
2. Attributes that compute the similarity between the given question and the context of the candidate answer and. Some of them describe the common words between the context of the candidate answer and the question. Others computes the distribution of the question words in the context/text of the candidate answer.
3. Attributes that denote the relevance of the candidate answer in association with the set of recovered passages. Some of these attributes are: the repetition/redundancy of the candidate answer in the set of the retrieved passages, and the location of the passage containing the candidate answer.

Answer Selection. Based on the results of question analysis, answers are selected from the candidate answers. This module is based on a machine-learning approach. The main purpose of this module is to select the answer, from the set of candidate answers, the answer with the highest score of being the correct answer. The implementation of this module is done by Support Vector Machines(SVM) where the classifier is trained on a set of question-answer pairs.

3 EVALUATION RESULTS
Our QA system can only deal with factoid questions. From the 200 test questions, Table 1 shows the details of our results on answering the 200 questions. The training data for the answer selection module consists of 500 question-answer pairs. The number of correct answers was the highest and the system achieved 61.5% accuracy.

Table 1. Evaluation of the system for factoid questions

<table>
<thead>
<tr>
<th># of Right</th>
<th># of Wrong</th>
<th># of Inexact</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation</td>
<td>123</td>
<td>66</td>
<td>11</td>
</tr>
</tbody>
</table>

4 CONCLUSIONS AND FUTURE WORK
In this paper, we presented a question answering system that can answer factoid questions. The system is based on text mining approach. It is known that the questions and their answers are mostly expressed using the same set of words, and based on that it uses lexical information to detect the relevant passages and the candidate answers. The answer extraction module is based on a machine learning approach. Each candidate is expressed by a set of lexical attributes and a classifier identifies the most likely answer for the given question. The proposed method achieved nice results, however it requires a lot of training data. As future work we need to improve the final answer selection stage by applying an answer validation method.
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