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Abstract: Cloud computing offers computational resources as a service to users using a cloud network. In cloud computing, the tasks are executed with the needed resources to distribute the services. There are many task scheduling techniques are used to schedule the user tasks to the resources. In this paper, another effective hybrid task scheduling algorithm is proposed to enhance the performance of task scheduling. In this proposed hybrid algorithm, the Differential Evolution (DE) algorithm and Particle Swarm Optimization (PSO) algorithm are combined. The output of the differential evolution algorithm is enhanced by the PSO algorithm. The Hybrid DE-PSO algorithm results are better than the standard PSO algorithm results.
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1. INTRODUCTION
Nowadays, Cloud computing plays an important role in the computing model [1]. Cloud computing is evolved from distributed computing, parallel computing and grid computing [2]. Virtualization used to share the cloud computing resources among the cloud users. It allows various remote applications to run on servers in an optimized manner. [3]. Task scheduling plays a vital role in cloud computing. Based on the user needs, the tasks are allocated to the suitable resources. This is known as an NP-hard problem [4]. Various researchers are working with the scheduling in a cloud computing environment. Ineffective task scheduling may lead to the problems like revenue loss, poor performance and Service Level Agreement (SLA) violation. There are various rule-based task scheduling algorithms [5-7]. They are easy to implement and perform poorly during complex task scheduling problems [8]. The various metaheuristic techniques are applied in the task scheduling problems in cloud computing environment are Genetic Algorithm (GA) [9-10], Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO) and Differential evolution (DE) [11-14]. PSO works faster and obtains optimal results than GA and ACO. Due to higher exploratory nature, PSO can perform better than ACO and GA. Due to its exploratory capability for finding optimal solutions [15-16], PSO is hybrid with the DE algorithm to enhance the DE solutions. Differential Evolution (DE) and Particle Swarm Optimization (PSO) algorithms are used in various heuristic global search-based applications. The DE algorithm was invented in 1995 by Storn and Price [17]. DE generates a candidate solution over several generations using operators like mutation, crossover and selection to find an optimal solution [18].

DE has great convergence and needs fewer control parameters. PSO was invented by Kennedy and Eberhart in 1995 based on the social behavior of fish schooling and bird flocking. PSO is faster and very effective in diverse set optimization problems. This paper contributes a new hybrid algorithm combined differential evolution and particle swarm optimization (HDE-PSO) for task scheduling problem in a cloud computing environment. The proposed algorithm has been simulated in a cloudsim and results have been compared with PSO algorithm. The results show that the proposed algorithm is more efficient than other algorithms. This paper contents are organized as follows: Section 2 discusses the various literature reviews, Section 3 explains the proposed algorithm and section 4 details the results. Section 5 gives the conclusion of the proposed work.

2. RELATED WORK
Metaheuristic algorithms [19-23] have been used in task assignment problems to minimize response time and makespan. These algorithms are used to find an efficient scheduling of tasks to resources in order to optimize computation and improve resource utilization. In a cloud computing environment, algorithms like ACO, PSO and GA are mostly used to perform task scheduling. PSO performs better than GA and ACO in many cases [15-16] and it has faster execution time when compare to other metaheuristic algorithms. Scheduling algorithms using PSO algorithm are proving that they ensure minimum makespan [24-28]. PSO algorithms were improved and developed as hybrid versions [8, 13, 21, 27-29] to propose task scheduling in the cloud computing environment and the results obtained using these algorithms are better than ACO and GA. In this paper, by observing the advantages of PSO algorithm, it is hybrid with Differential Evolution (DE) algorithm to improve the results of standard DE.

3. PROBLEM FORMULATION
An effective task scheduling algorithm should minimize the makespan. The goal is to find the efficient task scheduling to the nodes. The objective of the task scheduling problem in a cloud computing environment is to minimize the
makespan. Makespan is the summation of waiting time and waiting time.

\[
\text{Min } \left( f(x) = \sum_{i=1}^{M} \sum_{j=1}^{N} RT_{ij} + Et_{ij} \right)
\] (1)

Subject to

\[
i, j \leq 1
\]

\[
i \in M
\]

\[
j \in N
\]

Where \( RT_{ij} \) is a response time which is the summation of waiting time and waiting time.

\( Et_{ij} \) is an execution time which is the subtraction value of task finish time and task start time.

4 OVERVIEW OF PROPOSED HYBRID DIFFERENTIAL EVOLUTION PARTICLE SWARM OPTIMIZATION TASK SCHEDULING ALGORITHM

The proposed algorithm work flow is shown in figure 1. Differential Evaluation (DE) and Particle Swarm Optimization (PSO) are integrated together. DE algorithm is initialized and the population is generated randomly. The population vectors are encoded based on the scheduling problem. Then, the population vectors are evaluated against the fitness function. The elite vectors are selected for the further process. Mutation is applied by adding two elite parent vector differences with the third elite parent. The resulting vector is crossed over with parent vector and new trail vector is created. Trail vector is compared with the parent’s vector in the population and it will be considered as next-generation population vector when it is better. Otherwise, the process will be repeated until finding an optimal trail vector. Then the optimal solution will be transformed as the PSO algorithm’s initial population. Particle velocities are updated and the new particle positions are found. Local best and global best values are updated at each iteration until found the optimal solution. The final optimal solution provides the better schedule for the given details.

The procedure of the proposed hybrid DE-PSO algorithm is as follows

Step 1: Initial Population is randomly generated
Step 2: Encoding the vector values based on the scheduling problem
Step 3: Evaluating the population based on the fitness function and elites is selected
Step 4: Mutation operation creates a mutation vector by adding two parents difference vector with the third vector
Step 5: Trail vector is generated by crossing over using mutant vector and parent vector
Step 6: Compare trail vector with parent vector
Step 7: If trail vector is better than parent vector, fix the trail vector as next-generation population, else repeat from step 3
Step 8: Repeat steps 3 until found optimal solution
Step 9: Transform the optimal solution to the initial population of the PSO algorithm
Step 10: Updating velocity of particles
Step 11: Calculating the position of new particles
Step 12: Perform local and global Update
Step 13: Repeat steps from steps 10 until finding the optimal solution
Step 13: Choose the optimal solution

5. Simulated Results and Analysis

In this section, simulated environment setup details and simulated result analysis are presented. The results are analyzed using Cloudsim simulator tool. For simulation, single data centre is considered. The simulation details are shown in table 1. The Hybrid DE-PSO algorithm is implemented and results are evaluated based on makespan. The proposed algorithm Hybrid DE-PSO results are compared with Particle swarm optimization algorithm and results are shown that the proposed Hybrid DE-PSO algorithm is better than PSO algorithm.

<table>
<thead>
<tr>
<th>Table1. Simulation environment details</th>
</tr>
</thead>
<tbody>
<tr>
<td>4. Type</td>
</tr>
<tr>
<td>Resource</td>
</tr>
<tr>
<td>MIPS</td>
</tr>
<tr>
<td>Image size</td>
</tr>
</tbody>
</table>
From figure 3, it is observed that throughput of proposed DE-PSO is higher than PSO algorithm when tasks values vary from 5 to 25. Throughput of the DE-PSO is higher by 5 requests per sec when compared to PSO algorithm.

6 CONCLUSION
Task scheduling plays an important role in the cloud computing environment. In this paper, Hybrid DE-PSO based task scheduling algorithm is proposed. Differential Evolution and Particle Swarm Optimization algorithms are combined together to schedule the tasks to the resources. In the proposed algorithm, the makespan is minimized when compared to Particle Swarm Optimization algorithm. Further, more Quality of Service parameters can be considered and implemented as future work.

REFERENCES
HGPSO algorithm, Cluster Computing, 22(Suppl 1)pp- 2179-2185,2019


