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Abstract: Firewall is the main component of network security that monitors the in-out network packets according to a predetermined security rule. The security rules in companies and institutions are implemented as Firewall rules. Firewall rules in large networks have proven to be sensitive and error-prone. In addition, any improper management of these rules will cause anomalies. The aim of this study is using data mining to analyse and detect anomalies in Firewall logs. A hybrid model based on data mining and machine learning is proposed for analyzing and discovering anomalies from firewall rules. The proposed methods have shown a more superior and precise performance in terms of anomaly detection accuracy and as a result, enabling network administrators to update and optimize Firewall policy rules.
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1. INTRODUCTION
All enterprises and Organizations use Firewalls to enforce their security policy. Firewall acts as a router that connects different network zones. Firewall is the main component of network security that monitors the in-out network packets according to a predetermined security rules. With the advent of internet technology, day to day work has been shifted over the internet and thus network security has become a big issue and focus in the world. For that, there is a challenge to the traditional security solutions such as Firewall and VPN to detect security breach against attacks [1]. Most network devices, such as Firewalls, generate and record vast amounts of data. This network data could become an important source for analysis, and plays a big role in network security [2]. Firewall processes high amount of internet traffic, logs suspicious activities and events and controls network access by allowing or denying network traffic based on a pre-defined rules. However, the inappropriate configuration of Firewalls could enable unauthorized users or malicious content to pass through the network [3]. Policy rules are written and managed to filter out any malicious traffic passing through the network [4]. Because of the continuous growth of security threats, writing and managing Firewall rules is a sophisticated and complex task. In addition, any inappropriate management of these rules will cause anomalies [3]. An Anomaly or outlier is an abnormal behavior in firewall logs; it has drawn a great attention by the analysts and researchers and is considered as the major feature for anomaly detection [5]. Discovering anomalies in a dataset is known as anomaly detection. Data mining has a big rule in anomaly detection, because this process involves the comparing between unexpected behaviors and expected behavior, and effectively can be used in this process [6].

2 LITERATURE REVIEW
Decent studies have been carried out for analysing Firewall logs and detection of anomalies in Firewall rules, which varies to each other in implementation, performance and accuracy. In addition, many researchers are working on WEKA tool and they proved a higher degree of accuracy can be achieved using this tool in data mining and machine learning. Golnabi et al. [3], proposed an approach to detect the Firewall rules anomalies by using (ARM) and (FRG) algorithms based on data mining techniques for generating high level policy. Firstly, they processed 33,172 logs records extracted from Linux operating system with only the seven major attributes. They concluded that that data mining is an effective and a very practical method in Firewall log analysis. In addition, Firewall policy dominant and decaying rules have been detected. Saboori et al. [7] proposed the Apriori Algorithm to build a model for detecting novel anomaly attacks and generate real-time rules for the Firewall policy by extracting the correlation relationships among large datasets. Ucar, E. & Ozhan, E [8], proposed a model to detect anomalies in Firewall rules based on machine learning. They used Weka-Parallel-3-2-3 version of the WEKA Server to speed-up the whole process. In this experiment, around 5,000,000 data taken from a Firewall are automatically analyzed. Moreover, in this experiment KNN algorithm has shown the best performance scale in terms of all the performance metrics. Breier and Brani [9], proposed model using Apache Hadoop framework based on data mining techniques to generate the firewall rules dynamically from certain patterns for detecting anomalies. Their model has showed a better performance and result in terms of anomaly detection than traditional approaches, such as Apriori and FP-Growth algorithms. A tool implemented in Java named “Firewall Policy Advisor” by Al-Shaer et al. [10] for analyzing Firewall rules and detecting the anomalies in centralized and distributed Firewalls. In this study, a hybrid model based on data mining and some of machine learning classifiers is proposed for analyzing and discovering anomalies in firewall rules.

3 PROPOSED METHODOLOGY
The proposed model discovers the anomalies in the Firewall logs to increase the network security. For this purpose, the Firewall logs have been analysed through data mining and machine learning classifiers to produce a model to for
discovering anomalies in Firewall logs repository. The outlook of the proposed model was designed as shown in Figure 1. The proposed model consists of multiple steps through which data processed to detect the anomalies in Firewall logs.

**Figure 1 The general outlook of the model**

This experiment was conducted on Windows 7 with the help of open-source Apache Spark that designed for Big Data to speed up the processing and the prediction time. Furthermore, we have used the R program and WEKA simulation tool. Firstly, the training data is divided to 6 pieces 20-50-100-200-300-500 thousands records. In the rules generating step which was implemented in our previous work [11] we used Apriori algorithm. In addition, for rule generating and aggregating step we proposed MARF Algorithm. Each of the training data was analysed through the use of 4 of the most currently used classifiers (Naive Bayes, kNN, OneR, J48). The algorithm among these four classifiers which yield the best results will be chosen.

**4 EXPERIMENT ANALYSIS**

The proposed model consists of multiple steps through which data processed to detect the anomalies in firewall logs. These steps are described as shown in Figure 2. In this study, we propose an approach that presents a hybrid model for anomaly detection in Firewall logs based on Big Data. To discover these anomalous rules, a new hybrid approach using data mining based on Apriori algorithm and MARF aggregation algorithm is proposed. Also, we used 4 of the most currently used classifiers of classification algorithms which improve the overall accuracy of the anomaly detection.

**Figure 2 Anomaly Detection Process**

In this experiment, the training data is divided to 6 pieces 20-50-100-200-300-500 thousands records. We have compared the performance of the model based on four classification algorithms, NaiveBayes, KNN, OneR, and J48. The most convenient algorithm that provides the best performance will be used for the anomaly detection. In our previous study [11], for Apriori algorithm 0.5, 0.5 were the values of min-support and min-confidence respectively, and the number of association rules was 10 best rules. After extract the best rules of firewall log dataset using Apriori algorithm, the MARF algorithm have been used to extract the primitive rules with their frequencies. The MARF algorithm processes and reads each record in the firewall log file, then, extracts the attributes and counts its occurrence. Finally, MARF algorithm outputs the count for each unique combination of these attributes. The frequency of each discovered primitive rule in the dataset is summed up to generate the aggregated rules. Thus the initial step in the extracting the features of a packet for each log line is to generate its related unique/primitive firewall rules.

**4.1 Data Collection and Preprocessing**

The dataset used in our study is extracted from a firewall in a lab from Computer Science Department using Snort IDS [12] and TWIDS [13]. This dataset with initially 13 firewall rules is explained in details in our previous study [14]. In firewall log file each record indicates the information which includes in the packet header of the packet. We have chosen to work with only the 6 major attributes with the following format:

"<Action>, <Source IP>, <Source port>, <Destination IP>, <Destination port>, and <Protocol>"

Because the log data could not be used and analyzed in the form as it is stored in the log files, the preprocessing step must be implemented before any process. Preprocessing stage involves loading, cleaning and manipulating the data into a form that you can work with. The total numbers of records included in the training dataset were 520,000 instances. In addition, the Action attribute was chosen as the class attribute. Figure 3 shows a sample of an ARFF file for the Firewall logs dataset after using WEKA [15] tool.
4.2 Apache Spark
In the next phase the firewall logs dataset is analysed and the features were inserted to machine learning classifiers including Naive Bayes, KNN, One R and J48 using Spark in Weka tool. In addition, we compare the classification performance of these algorithms in terms of measurement metrics including Accuracy, F-measure and ROC values. In general, WEKA tool only supports sequential single-node execution which considered as a major disadvantage because it take a lot of time to process a large volume of data. The major job of spark is to speed up batch processing. Spark [16] is based on the map-reduce algorithm to achieve distributed computing. Spark is a distributed framework which provides in-memory computation that permits iterative jobs to be processed 10 to 1000 times faster than MapReduce. We have used the dataset in “CSV” format in the directory of the distributed Spark as input. The dataset is randomly shuffled and split the data into 4 partitions. In addition, the ARFF file header with added metadata attributes is computed using all the computer CPU cores. Therefore, Spark is much better to applied and used for data mining and machine learning that require iterative map reduce.

4.3 Apriori Algorithm
Apriori is considered as the most popular algorithm for association rules mining (ARM). It is one of the best association rule algorithms which proposed by Srikant and Agrawal [17]. Initially, the minimum support and the dataset are the two inputs of the Apriori algorithm, and the largest item-sets and the best rules drawn from dataset is the output. The formulas of the Support and the confidence could be calculated using Equation (1) and Equation (2) respectively. Where, the term |D| represents the total number of transactions in the database D.

\[
support(X \cup Y) = \frac{|\{X \cup Y\}|}{|D|} \tag{1}
\]

\[
confidence(X \rightarrow Y) = \frac{support(X \cup Y)}{support(X)} \tag{2}
\]

Apriori Algorithm:

```
Input:
- \(D\): Training dataset, the minimum support count threshold.

Output:
- frequent itemsets in the database

Steps:
1. \(C_1\): Candidate itemset of size \(k\)
2. \(L_k\): frequent itemset of size \(k\)
3. \(L_1\) = \{frequent items\}
4. for \(k = 1\) to \(|L_k|\) do
   a. \(C_{k+1}\) = candidates generated from \(L_k\)
   b. for each transaction \(t\) in database do
      i. increment the count of all candidates in \(C_{k+1}\) that are contained in \(t\)
   c. \(L_{k+1}\) = candidates in \(C_{k+1}\) with min_support
   d. return \(U_k\) \(L_k\)
```

4.4 Mining Aggregating Rule by Frequency (MARF) Algorithm
The main idea of the proposed MARF algorithm is to generate unique rules. Here, the input of the MARF algorithm is the output best rules of the Apriori algorithm and the output is the count for each unique aggregation of these attributes. The MARF algorithm processes and reads each record in the log file, then, extracts the attributes and counts its occurrence. The frequency of each extracted primitive rule in the dataset is summed up to generate the aggregated rules.

```
MARF Algorithm:
Input:
- Collection of instances of Firewall Log Dataset after (ARM) processing.

Output:
- All instances of unique rules with their Frequencies.

Steps:
1. Record\# = 0
2. for each record in Dataset do
3. if FirewallRule[i] = FirewallRule[j]
4. Increment the frequency of record
5. else repeat steps until no new rule is discovered
6. End for
```

4.5 Naive Bayes Algorithm
Naive Bayes is one of the simplest machine learning techniques based on applying Bayes theorem. It is widely used for a probabilistic classification. It is a very simple and straightforward classification algorithm because the idea of this method is really simple. Bayes’ theorem solves the problem often encountered in real life. Knowing the probability of a certain condition, how to get the probability of the exchange of two events, that is, how to find P when P(A|B) is known (B/A). Here to explain what is the conditional probability.
\[ p(A/B) \]
\[ p(A/B) = \frac{P(AB)}{P(B)} \]
\[ p(B/A) = \frac{P(A/B) P(B)}{P(A)} \]

We can easily get \( P(A|B) \) directly, \( P(B|A) \) is difficult to draw directly, but we More concerned with \( P(B|A) \). Bayes' theorem is the way for us to get \( P(B|A) \) from \( P(A|B) \). The mathematical representation of this theorem is as shown in Equation (5). Where, A and B are events and \( P(B) \neq 0 \). In addition, the quality of the classifier is related to the classifier construction method, the features and characteristics of the data to be classified, and the number of training samples [18].

4.6 IBK (KNN) Algorithm
The K-Nearest Neighbour (KNN) algorithm is a simplest classifier and easy to implement algorithm for solving both classification and regression problems. It often produces competitive results and has more advantages over several other data mining methods. In general, KNN classification algorithm is based on the learning by comparing the training lines with the given attributes [19]. KNN is learnt by comparing a specific test instance with a set of training instances that are analogues to it. Therefore, it could be described as the learning by similarity. The classification by KNN based on the class of their closest neighbours, where more than one neighbour is taken into consideration [21]. KNN classifier is named IBk in WEKA tool [8]. Basically, the KNN algorithm uses Euclidean distance. The Euclidean distance between two data tuples or two points like \( x \) and \( y \) is given by the formula shown in Equation (6).
\[ \text{dist}(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)} \]

4.7 One R Algorithm
One R algorithm is a very effective and a straightforward classification algorithm. It learns a rule which predicts nominal and numerical class value. The quality of the classification rules is measured by the correctness rate and coverage [20]. One R creates a rule output every step for a given data.

One R Algorithm:
For each attribute \( A \),

a) For each value VA of the attribute, make a rule as follows:
- Count how often each class appears
- Find the most frequent class CF
- Create a rule when \( A = VA \)
  \[ \text{Class attribute value} = CF \]

b) Calculate the error rate of all rules
Chose the rule with the smallest error rate.

4.8 J48 Algorithm
J48 is a simple statistical classification method. It is based on creating a decision tree from the training data using the concept of information entropy. The greedy top-down construction technique is applied to produce the decision trees for classification.

\[ J48 \text{ Algorithm:} \]
\[ \text{Input:} \]
- \( \text{Training Dataset} = D \)
\[ \text{Output:} \]
- \( \text{Decision Tree} = T \)
\[ \text{Step:} \]
- \( \text{DBUILD}(D); \)
- \( T=\emptyset; \)
- \( T=\text{Create root node and label with splitting attribute}; \)
- \( \text{F=Add tree to root node for each split predicate and label}; \)
- \( \text{For each arc D= Database created by applying splitting predicate to D}; \)
- \( \text{If stopping point reached for this path, then } T=\text{create leaf node and label with appropriate class}; \)
- \( \text{Else } T=\text{DBUILD(D)}; \)
- \( T=\text{add } T \) to arc;

Internal nodes identify the different features; the branches between nodes provide us with the possible value these attributes can have in the experiential samples, while the terminal nodes provide us with the final value of the dependent variable. J48 classification algorithm is an extension of ID3. The traditional and general characteristics of J48 are accounting for missing values, derivation of rules, continuous attribute value ranges, decision trees pruning, etc. In the WEKA tool, J48 algorithm is C4.5 algorithm [21].

5 Experimental Results
The results using the four proposed classification algorithms are presented in Table 1. To evaluate the proposed model it compares some of classification machine learning algorithms based on the Performance Metrics such as: Accuracy% and Kappa statistic values which extracted and saved in tables. These values will be used to determine the best and most convenient algorithm. The robustness or correctness of our proposed model is measured using different Performance Metrics.

The proposed approach compares 4 famous machine learning algorithms namely:
- Native Bayes
- KNN
- One R
- J48 decision tree.

\[ \begin{array}{|c|c|c|c|c|}
\hline
\text{Performance Metrics} & \text{Accuracy} & \text{Incorrectly Classified Instances} & \text{Kappa statistic} & \text{Root mean squared error} & \text{Time (sec)} \\
\hline
\hline
\text{Algorithm} & \text{Data (Thousands)} & \text{Native Bayes} & \text{KNN} & \text{One R} & \text{J48 decision tree} \\
\hline
\text{Naive Bayes} & 20 & 95.126 & 4.874 & 0.8361 & 0.0991 & 0.001 \\
\hline
\text{Naive Bayes} & 50 & 96.001 & 3.999 & 0.8567 & 0.0985 & 0.002 \\
\hline
\end{array} \]
According to the obtained results listed in Table 1, the accuracy of the proposed model is around 100%. Therefore, we can conclude that the result of our integrated model is perfect in terms of accuracy based on four Machine Learning classification algorithms. 

As a result, it shown that the firewall logs can be efficiently analysed with machine learning methods. In addition, it is shown that the 500,000 records training data would be convenient for our experiment. As the amount of training data increases, the overall error such as Root mean squared error decreases. On the other hand, Correctly Classified Instances% values are observed. This value is accepted by the classifier and shows the amount of training data that is subject to classification.

According to Figure (8) and Figure (9) KNN algorithm has the highest Kappa values and highest accuracy. However, the performance of the remaining classification algorithms is not to be underestimated. Another result of this analysis is the Navie Byes algorithm has the lowest performance in terms of Correctly Classified Instances, Kappa and Root Mean Squared Error. Root Mean Squared Error is known as the square root of the mean error. Referring to Figure 10, the Root Mean Squared Error for the KNN algorithm value is the lowest.

Hence, KNN algorithm has showed better successful analysis results than the other 4 classification algorithms. Therefore, the Firewall rules were analyzed according to this algorithm. The F-measure values of KNN algorithm shown in Figure 10 are taken into consideration. Clearly as Table 2 shows, it can be noticed that firewall rules 2, 6, 12, 13 are anomalous rules. This is because they may be redundant to other rules or obsolete rules. These anomalous rules should be retaileored and checked again to ensure that Firewall works efficiently and to obtain most convenient, corrected and anomaly-free Firewall rules.

### Table 2 Performance Measures of KNN classifier for the aggregated Firewall rules

<table>
<thead>
<tr>
<th>Rule ID</th>
<th>TP Rate</th>
<th>FP Rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>MCC</th>
<th>ROC Area</th>
<th>PRC Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.80</td>
<td>0.26</td>
<td>0.532</td>
<td>0.807</td>
<td>0.947</td>
<td>0.49</td>
<td>0.81</td>
<td>0.55</td>
</tr>
<tr>
<td>2</td>
<td>0.35</td>
<td>0.07</td>
<td>0.387</td>
<td>0.511</td>
<td>0.244</td>
<td>0.38</td>
<td>0.75</td>
<td>0.33</td>
</tr>
<tr>
<td>3</td>
<td>0.57</td>
<td>0.00</td>
<td>0.545</td>
<td>0.853</td>
<td>0.929</td>
<td>0.43</td>
<td>0.90</td>
<td>0.37</td>
</tr>
</tbody>
</table>

As a result, it shown that the firewall logs can be efficiently analysed with machine learning methods. In addition, it is shown that the 500,000 records training data would be convenient for our experiment.
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