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Abstract: Most of the people tend to live a long and healthy life, where they are more conscious about their health. But many studies show that almost many people die due to the medical errors caused in terms of taking wrong medicines and these errors are caused by doctors, who prescribe medicines based on their experiences which are quite limited. As machine learning, deep learning and data mining like technologies that are emerging day by day, these technologies can help us to explore the medical history and can reduce medical errors by being doctor friendly. In this paper proposes a medicine recommendation system, which takes the patient review data and performs sentiment analysis on it to find the best medicine for a disease by using N-Gram model. In order to increase the accuracy, a Lightgbm model is used to perform medication analysis. The paper also discusses the advantages, disadvantages and enhancements that can be incorporated to improve the accuracy.
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1. INTRODUCTION

One of the most concerned and searched topic on the internet is about health information. According to the Pew Internet and American Life Project, almost 60% of grown-ups are looking for enough health information on the web with 35% of respondents concentrating on diagnosing ailments online only[1]. Since many studies show that number of people die due to the medical errors and these errors are caused by medical practitioners, who prescribe medicines based on their experiences. As most of their experiences are limited, they often commit mistakes. This study provide a medicine recommendation system for doctors which can be used by them while prescribing medicines. A recommender framework is an ordinary framework that makes the users get a proposal of things which they can utilize for their exact need. Dissimilar to numerous different kinds of frameworks, health recommendation principally relies upon enthusiastic, physical and mental issues of the patients. A medicine recommendation system is similar system that recommend the medicines for a particular disease based on patient reviews. This system is very essential in this fast growing technological world, which can save lives by helping doctors. In this paper, the proposed medicine recommendation system and its working is depicted, wherein it uses the current technologies like machine learning, data mining etc. to find out the interesting records hidden in the medical data and reduce the medical errors by the doctors while prescribing medicines. This system consists of following modules such as database module, data preparation, data visualization, recommendation and model evaluation module. The proposed medication recommender system uses Machine learning N-Gram and Lightgbm algorithms by using data from hospital and the best one is selected for the medicine recommendation system to attain the metrics like good accuracy, scalability and model efficiency.

This paper comprise of 5 sections. Section two provides the related works concerning about these above technologies and intelligent medical system. The section three provides the overview of our proposed medicine recommendation system framework. Section four depicts implementation and results obtained. Section five provides the conclusion and future work.

2. RELATED WORKS

Recommender frameworks point to supply clients with personalized stock and repair to alter the expanding online information over-burden drawback. Various recommender framework methods are anticipated since the mid-1990s, and numerous shapes of recommender framework code were created as of late for a spread of applications. Most of the recommender advances unit of measurement connected to the e-government area[2], e-business area[3], e-commerce/e-shopping area[4], e-learning area[5] and e-tourism area[6] etc. The medication space incorporates uncommon recommender innovations, and this paper centers on arranging of the medication recommender framework and mining data from therapeutic case knowledge. Through on-line social organizing, the communication is monstrously progressed and totally distinctive intrigued of information is advertised on net essentially at the open pace. The total diverse information must share to chronicle highlights of potential edges and availability of utilities bits of knowledge, things, people practices and items etc. [7]. One in all the vital areas is that the therapeutic and well being sciences is to think approximately social angles through on-line dialogues, blogs, audits, and on-line reviews, etc. [9]. The health-related substance shared through on-line feedbacks or surveys contains covered up assumption [10] designs that emerges through totally distinctive sources from medical world which offer benefits to the pharmaceutical industry[8]. Amid this, the on-line component is fantastically standard of late for online looking, diverse stock through distinctive websites like on-line buying of drugs at entryway step. Numerous websites and blogs offers clients to rate their stock with their fulfillment and quality of stock, logistics, administrations and criticism etc., which the clients examines for a particular medicine or on quality of administrations.
3. PROPOSED SYSTEM
In this segment, the characteristics of the recommender framework are reaching to be specified, additionally the detail of our drugs recommender framework system are aiming to be presented. Recommender framework has gotten to be a profitable investigation field as the advancement of counterfeit brilliantly advances. Not at all like most current recommender frameworks that specialize in e-business, book and pictorial suggestion, our framework points at giving a virtual fully fledged specialist for unpracticed amateurs and patients in abuse right pharmaceutical. Since high accuracy and strength is vital for such an online pharmaceutical recommender framework, in this way we tend to evaluate a few information preparing approaches to induce an genuine trade-off among the precision, productivity and quantifiability. In this proposed System, the framework mainly consists of five modules, as shown in figure 1, which are
(i) Database module
(ii) Data preparation module
(iii) Recommendation model module
(iv) Model evaluation model and
(v) Data visualization module.
Through this process set the topic, preprocess the data to fit the objective, and create various variables to fit model. At the model part, emotion analysis using word dictionary, n-gram applying deep learning, etc. were used and then accuracy of both the algorithms is evaluated.
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**Figure 1. Architecture Of Medicine Recommendation System**

(i) Database system module: it contains a drug review dataset with attributes like unique Id, drug name, condition(disease of patient), date, useful count, reviews and ratings given by the patients on the drugs.

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Attribute Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug name</td>
<td>Categorical</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Condition</th>
<th>Drug Name</th>
<th>Categorical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left Ventricular Dysfunction</td>
<td>Valsartan</td>
<td>0 206461</td>
</tr>
<tr>
<td>ADHD</td>
<td>Guanfacine</td>
<td>1 95260</td>
</tr>
<tr>
<td>Birth Control</td>
<td>Lybrel</td>
<td>2 92703</td>
</tr>
<tr>
<td>Birth Control</td>
<td>Cipro</td>
<td>3 138003</td>
</tr>
<tr>
<td>Opiate Dependence</td>
<td>Buprenorphine</td>
<td>4 35606</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Review</th>
<th>Rating</th>
<th>Date</th>
<th>Useful Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>It has no side effect; I take it in combination...</td>
<td>9</td>
<td>2012-05-20</td>
<td>27</td>
</tr>
<tr>
<td>My son is halfway through his fourth week of...</td>
<td>8</td>
<td>2010-04-27</td>
<td>192</td>
</tr>
<tr>
<td>I used to take another oral contraceptive, wh...</td>
<td>5</td>
<td>2009-12-14</td>
<td>17</td>
</tr>
<tr>
<td>This is my first time using any form of birth...</td>
<td>8</td>
<td>2015-11-03</td>
<td>10</td>
</tr>
<tr>
<td>Suboxone has completely turned my life around...</td>
<td>0</td>
<td>2016-11-27</td>
<td>37</td>
</tr>
</tbody>
</table>

**Table 1. Attributes Used**

**Figure 2.2:** The figures 2.1 and 2.2 show the sample data of drug review dataset. The size of drug review dataset is 1,62,000 X 7.

(ii) Data preparation module: It comprises of information investigation and information preprocessing. The real-world information is crude information which can be fragmented, boisterous and messy. Thus, information arrangement is utilized to clean information. It comprises of missing value processing, correlation analysis and removing data redundancy.

**Steps:**

1. Data Exploration:
   a) Find unique number of patient ids to check if a patient has written multiple reviews.
   b) Analyze number of drugs per condition by considering condition and number of drugs.
order to compensate the limitation of natural language processing, Lightgbm machine learning model was used and reliability was further secured through useful count. (1) N-Gram: N gram is a set of co-occurring words in a text. Features for supervised machine learning model such as decision tree, naïve bayes can be developed using this algorithm.

Steps:
   a) Find out the set of co-occurring words (gram) from the reviews starting from uni-gram.
   b) 1-gram: Analyze the text with a single corpus. But it does not classify the emotion well.
   c) 2-gram: it is hard to classify positive and negative reviews using bi-gram.
   d) 3-gram: Tri-grams are still unable to classify the positive and negative reviews.
   e) 4-gram: 4-gram classifies the emotions much better than other grams. Therefore, 4-gram is used to build the deeplearning model.
   f) Now calculate the sentiment for each review where sentiment=1 when rating>5 and sentiment=0 when rating<=5.
   g) Build the deep learning model using above sentiment and cleaned review.
   h) Train the model by considering epochs=20 on train_data.
   i) Find out the accuracy by testing the model. The accuracy is found to be 80%.

2) Lightgbm: It is a gradient boosting framework that uses tree based learning algorithms. It is designed to be distributed and efficient with the following advantages: Faster training speed, higher efficiency and Lower memory usage. The Lightgbm uses XGBoost as a baseline and outperforms it in training speed and the dataset sizes it can handle.

Steps:
   a) Find out the correlation among the variables.
   b) Calculate predict_sentiment using cleaned reviews and date.
   c) Find out the correlation coefficient between predict_sentiment & rating and also between predict_sentiment & sentiment.
   d) Calculate predict_sentiment2 using reviews.
   e) Also find out the correlation coefficient between predict_sentiment2 & rating and also between predict_sentiment2 & sentiment.
   f) Since these are not highly correlated, normalize the useful count to build the model.
   g) Build the machine learning model using added variables.
   h) Train the model on the above features
   i) Find out the accuracy by testing the model. The accuracy is found to be 90%.

(iv) Model Evaluation: Model evaluation is used to evaluate all the models built by considering the metrics like model efficiency, model accuracy and model scalability and to select the one with all the higher attributes.

Steps:
   a) Find out the accuracy of N-gram model and the accuracy of N-gram found to be 80%.
   b) Find out the accuracy of lightgbm model and the accuracy of Lightgbm found to be 90%.
   c) Compare both the accuracies and select the model with higher accuracy. Since, the accuracy for Lightgbm is higher
than the N-gram model, Lightgbm model is used for recommendation. 

(v) Visualization module: It primarily gives the visualization innovation to show a few important information behind the determination case information.

![Figure 4. Accuracy and loss Visualization](image)

x-axis shows number of epochs and y-axis shows accuracy and loss. When the number of epochs increases (considered 20 epochs), the accuracy increases.

**IV. RESULTS AND DISCUSSION**

After model building and evaluation, this medicine recommendation system recommends all the medicines/drugs with their mean predicted value. The medicine is more accurate when the mean predicted value is more. So, doctors prescribe the best medicine by considering the highest mean value predicted.

![Figure 5. Medicine Recommendation](image)

The above figure shows the medicines are recommended for a particular condition or disease—ADHD (attention Deficit Hyper activity disorder). Similarly, various medicines are recommended for various diseases.

**V. CONCLUSION**

The paper has proposed an idea for medicine recommendation system for medical inquiry. This approach is based on four main steps: (i) analysis of review dataset (ii) data preprocessing (iii) model building. iv) Recommending the proper medicine for a particular disease. The proposed system works as a tool for supporting the doctors in their disease diagnosis. As future work efficiency of recommendation system can be increased by including age of the person, demographic information during the training phase. Also, the brand and the chemical contents available in the medicine can improve the recommended medicines.
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