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Abstract: In this paper, we propose a new architecture of the proposed 6LoWPAN mobility management protocol. Our proposal scheme, named FPMIPv6-S+, is an enhanced protocol FPMIPv6-S [1] that uses the SDN paradigm with the OpenFlow protocol. We combine the characteristics of FPMIPv6-S mobility management protocol and the SDN network architecture to enhance the handover process of nodes in mobile scenes. The FPMIPv6-S+ architecture implements a centralized SDN controller that manages user’s mobility. Indeed, when a MN changes location the controller will be notified in order to reconfigure the network.
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1. INTRODUCTION

In today’s world of connectivity, the field of Internet of Things (IoT) is increasingly being a fast developing technology which opened new paths in our life and allows humans and things to interconnect anywhere and anytime. It is used to connect things to the Internet from a wide variety of sectors such as smart factory networks, home automation, medical monitoring, building automation, and E-health field. Indeed, Smart wearable devices such as blood pressure, Electrocardiogram (ECG), blood glucose, temperature sensors are examples of things which enable remote health monitoring of patients by collecting data about their health status. Then, gathered data are sent toward an authorized medical staff to be analyzed, take proper decisions and offer preventive measures according to the received values. Hence, mobility healthcare is still a major challenge to the Internet of Things due to the energy constraint requirement, as well as very low memory capacity of such sensors. To support mobility in IoT devices, there is a need for the development of new mobility protocols in order to monitor patients where they can be connected anytime and anywhere in mobile networks. Also, any mobility management scheme must take into account some parameters to be minimized as maximum as possible such as the signaling cost, memory, power consumption, and handover delay [2, 3, 4, 5]. Indeed, the need to provide Internet connectivity to these devices with IPv6/6LoWPAN networks in order to provide seamless connections among millions of devices and take full advantage of exiting Internet architecture and protocols has led to the design of 6LoWPAN protocol suite. Due to the heterogeneity of the overlap between different mobile networks, any proposal mobility management scheme should offer some techniques to reduce the handover delay and connectivity interruption. Accordingly, the IETF has proposed a Mobile IPv6 and its variants of host-based networks for managing mobile mobility in IP layer. However, some disadvantages have been found in these protocols, especially adding up extra delay operations including tunneling overhead, triangular routing, and duplicate address detection [6]. To reduce the extra delay operations overheads of these resource constrained, the IETF (NETLMM) working group has proposed a mobility management protocol, called Proxy Mobile IPv6 (PMIPv6) [7]. PMIPv6 has been proposed to provide network-based IP mobility management without the involvement of the Mobile Node (MN). PMIPv6 infrastructure offer two principles entities, the Local Mobility Anchor (LMA) and the Mobility Access Gateway (MAG). However, some inherent problems such as bottleneck risk at the LMA, more resources and the required of a large buffer size at the MAGs which lead in degraded performance. Therefore, taking this into account, we propose in this work a new network solution that depends on Software Defined Networking (SDN) and to adapt into E-health environment. SDN is a network architecture that opens new trends to eliminate the rigid nature of traditional networks [8]. SDN divides the network architecture into two planes, namely control plane and data plane. SDN can show suitability and flexibility in the global mobility required in the E-health environment. It supports the programming capability of the network infrastructure through an open Application Programming Interface (API).

This paper proposes a new network solution, which combines the advantages of Fast handover proxy Mobile IPv6 for sensor networks (FPMIPv6-S) [1, 9] with SDN architecture so that user mobility can be managed seamlessly in a heterogeneous IP access networks. The proposed solution considers several metrics when mobile node change L2 Network and change the Anchor (LMA) and the Mobility Access Gateway (MAG). We evaluate the performance of our proposed architecture using the protocol FPMIPv6-S analytically. Analytical results show that the proposed scheme is aimed to offer a feasible implementation, reduce signaling overhead in making local and global handover decisions as well as the deployment mobility management proposal for 6LoWPAN based IoT networks. The reminder of this paper starts with an outline of an extensive related work of the proposed solutions related to IPv6-based mobility management protocols. Then, the proposed 6LoWPAN-based mobility management scheme, FPMIPv6-S+, is described in Section III. The analytical models for performance evaluation are presented in Section IV. The network-based mobility management protocols such as PMIPv6 and FPMIPv6 are analyzed and compared in terms of binding update cost and
packet delivery cost. The results of qualitative analysis and quantitative analysis are presented, plotted and discussed in Section V. Finally, the conclusions are given in Section VI.

2 RELATED WORKS

2.1 Mobility Management Protocols

2.1.1 Mobility over IPv6 networks

Due to explosive increase of demand for new wireless network and the consequential user’s mobility among different domains, diverse mobility management protocols has been proposed. Mobility management is a challenging research issue in Internet of Things that demands further investigation. In particular, it requires a lot of effort from researchers to address challenges of 6LoWPAN objects in term of mobility management in heterogeneous access networks and according to user’s location in order to maintain their connection state when moving from one attachment point to another attachment point. Mobility can be used to extend and maintain network connectivity. This mobility can be physical or logical. Physical mobility refers primarily to changes in the geographical location of an entity over time, while a logic mobility refers to dynamic changes in network topology such as the addition or deletion of new entities in the system. When a mobile device changes its network, it must retrieve necessary settings to ensure reliable and efficient communication with other devices on that network. In particular, the node must resolve the prefix of the network used and its size. Equipped with the prefix granted by the new network, 6LoWPAN node is then able to perform necessary operations for auto-configuration or request a new IP address (Care of Address: CoA). Without this new IP address, mobile node cannot perform certain expected operations, such as responding appropriately to the various multicast/unicast messages. Once the 6LoWPAN node has successfully registered with the new network, it can perform data exchange operations either with its home network or with nodes in the new network. However, in many cases, access to the new network is denied unless the mobile node is able to provide authentication information to prove that it is authorized to make use of the physical resources of the visited access network. In a nomadic context, regardless of the nature of mobility, an auto-configuration of the network is necessary. This self-configuration requires relevant methods to maintain communication in poor network coverage areas and thereby maximize network performance. However, the insurance of mobility services in these networks poses non-trivial research problems given the nature of wireless transmission, resource’s limitation and the dynamic character of the topology of these networks. Thus, in a context where a 6LoWPAN sensor node moves towards a new network while remaining in communication with other nodes located in other IP networks, makes it necessary to propose mobility management protocols adapted to the constraints of 6LoWPAN nodes and desired applications. IETF has proposed protocols for mobility management in traditional IP networks. Some are based on the network as Proxy Mobile IPv6 [7]. Others are host-based like Mobile IPv6 [10].

a) Mobility over IPv6 networks

One of the most representative efforts in mobile IP networks is Mobile IPv6 (MIPv6) [10]. MIPv6 has been defined by the IETF-MOBILEIP working group. It has been proposed as a host-based mobility protocol that supports the global mobility of MNs in IPv6 networks. When a 6LoWPAN node moves changes its attachment point, it discovers the Foreign Agent (FA) by receiving Router Advertisement (RA) messages. After authentication with this FA, mobile node builds a temporary address, named Care of Address (CoA), through the auto-configuration mechanism. Then, the MN sends an update message to its Home Agent (HA) called Binding Update (BU). This message includes both the temporary address and the home address. HA save the MN Care of Address (CoA) and associates with its Home Address (HoA). Then, this home agent will intercept packets destined for the MN, encapsulate them and send them to the foreign agent. When the datagrams reach the new network, the foreign agent decapsulates the datagrams and delivers them to the mobile node. However, packets sent by the MN and intended for Correspondent Node (CN) are generally delivered using standard IP routing and not necessarily traversing the HA. This mechanism is known as triangular routing. In addition, deploying MIPv6 leads to some inefficiency issues in terms of security, efficiency, and packet loss. In order to gain better performance than MIPv6 and to address such issues, several enhanced schemes are suggested to support node and network mobility including Hierarchical MIPv6 (HMIPv6) [11]. HMIPv6 is based on a hierarchical model and introduces a new agent names Mobility Anchor Point (MAP) to coordinate the movement of MN in a Foreign Network (FN) and manage local handover. A set of APs and their MAP constitute a MAP mobility domain. HMIPv6 suggests that mobile node in a foreign network communicates the MAP’s address to the HA. Unlike MIPv6, in HMIPv6, HA tunnels MN’s data to MAP instead of MNs’ actual CoA. This mechanism aims to reduce the handoff delay and the overload of the level 3 handoff-related signaling. HMIPv6 has the advantage compared to MIPv6 to limit the number of signaling messages during intra-domain movements. In addition, the deployment of a MAP hierarchy made it possible to make movements of the MN transparent to its home agent as well as the corresponding nodes, given that messages of type Binding Update (BU) will only be exchanged locally within the MAP. In this, these entities tracks the mobility of nodes and initializes the mobility signaling procedure. In other words, to provide mobility transparency, all exchanged messages between the MN and HA (or between MN and CN) must go through the mobility anchor point. However, increasing the session number between an MN and CN, leads to increase the delay of data packets delivered to the MN. On top of that, a complete failure can be seen on the MAP if the number of MNs increases rapidly. Also, inter-domain handover was not considered by HMIPv6. Another problem raised when deploying the HMIPv6 protocol is the requirement of the association of the IPSec protocol [12] between the different entities which introduces significant problems in terms of code size, cause memory overflow which is unsuitable for IoT networks. Another issues of such solution, is the involvement of MNs on mobility management which given that the global handovers occur in same manner as in MIPv6, which may result in excessive energy consumption for energy-limited MNs.

b) Network-based mobility management schemes

To overcome issues of host based mobility management protocols, IETF have proposed a network-based mobility management protocol. In such architecture, the network entities are responsible to carryout mobility-related signaling
and make the motion tracking of the host so the pressure of MN is alleviated. Two protocols are suggested based on this fact, namely, NEMO [13] and PMIPv6. In PMIPv6, handover procedure is performed by a new network entities named mobile access gateway (MAG) instead of MN, and a local mobility anchor (LMA) instead of HA. MAG handling the mobility-management signaling on behalf of MN and the LMA acts as a home agent of MN. Indeed, LMA is responsible for managing location status of MN and establish a bi-directional tunnel to forward packets between MN and its CN(s). Meanwhile, when the MN change it’s attachment point, MAG detects MN’s access and receive MN’s configuration parameters such as user’s ID, service provider’s ID, and LMA’s address. Then, MAG send a Proxy Binding Update (PBU) to LMA on behalf of MN. Upon receiving the PBU message, LMA reply by sending Proxy Binding Acknowledgement (PBA). PBA contains, among others, MN’s home network prefix, and accordingly the LMA update the MN’s binding cache entry (BCE) to keep track of the new attached MAG. As soon as the MAG has received the PBA, it sends router advertisement (RA) to MN and establish a bidirectional tunnel with LMA. Once the MN receives the RA, it configures its new IPv6 address and then it is able to exchange data with CN through this bidirectional tunnel. In spite of that, on the deployment of network mobility management schemes, there are many issues to be resolved in order to provide seamless mobility and guarantee quality of services (QoS) to smart object connected anywhere anytime. The first issue of PMIPv6 does not support user smart devices authentication/registration process in inter-domain and intra-domain of PMIPv6 [14]. Furthermore, every time the node attached to a new MAG, it need to be authenticated via AAA server. For example, if we have several MAGs on a proxy domain, and the MAG don’t have enough information about the MN, this last must perform repeatedly re-registration/ re-authenticate to their MAG in each network area as well as LMA. This process will lead to rapid depletion of battery resources due the control messages exchanged to synchronize with the new access router and will generate long handoff delay. The second issues is that during the exchange of PBU and PBA messages (handover period), a certain amount of handover delay is experienced which leads packet loss, which affects the performance of the entire network. To overcome problems of PMIPv6, multiple heterogeneous handover schemes [15, 16], have been proposed. Most of them combine IEEE Media Independent Handover (MIH) framework with PMIPv6, and deploy new entities and mechanisms. Chiang et al. [17] integrated MIH with PMIPv6 in order to ameliorate handover performance such as packet loss and handover delay. More recently, Alves et al. [18] proposed a solution to deploy the coordination between PMIPv6 and MIH in real testbed in order to support the flow mobility. The proposed solution is only deployed at the network side and it extends Proxy Mobile IPv6 with flow mobility in a completely transparent way to mobile nodes. Huang et al. [19] extended the PMIPv6-based schemes by integrated it into MIH to provide a group-based handover preparation for MN to eliminate the handover latency and the signaling cost causing by redundant re-registrations/re-authentications. In [20] authors introduced a multi-node handover method 6LoWPAN devices over PMIPv6. The proposed scheme used the bulk binding update standard, which defines multiple sessions handovers. As a result, it can have the better performance in terms of MNs’ handover overhead. Michalis et al. [21] has proposed an integrated MIH-FPMIPv6 in evolved-packet system by introducing the MIIS function to support the handover. Zhang and Tian [22] has proposed an enhanced fast handover triggering mechanism for FPMIPv6. Indeed, an adaptive RSS threshold mechanism is used to predict the handover mode and set up the tunnel in advance. Likewise, other work focus on combination of DMM and MIH [23], Multi-homing [24] and security. Even though the protocols such as MIPv6, FMIPv6, and HMIIPv6 help to support mobility by using different metrics, and even though PMIPv6 offer minimum latency and reduces signaling cost to provide better handover, there is chance for all existing protocols the termination of connection during handoff period and packet loss. Accordingly, this restricts their usage in some applications such as real-time applications and 6LoWPAN networks. Likewise, when these protocols are applied with 6LoWPAN networks there are many problems will be appeared due to energy and resource constrained. Indeed, enabling mobility related IP protocols in these devices could deplete power resources by antenna consumption due the control messages exchanged to synchronize with the new access router [25]. Consequently, these protocols are not a good recommendation for LLNs. Therefore, the investigations were going on to find the extensions to these protocols in order to make it suitable for low power networks.

**c) Mobility over 6LoWPAN networks**

As mentioned above, problems expected by deployment of classic mobility management protocols on 6LoWPAN networks lead to assume new schemes to improve energy efficiency and reducing signaling cost during handover period. In [26] author proposed a new mobility scheme oriented to sensor networks. The proposed protocol, named Sensor Proxy Mobile IPv6 (SPMIPv6), reduces signaling, mobility costs, and power consumption. Unfortunately, SPMIPv6 has some issues such as long handover latency and inherent bottleneck risk as in PMIPv6. Jabir et al. [27] has proposed an enhanced cluster-based proxy mobile IP protocol named CSPMIPv6. The idea of the proposed protocol is to divide network domain on clusters where each cluster consists of a unique Cluster head. This cluster head is responsible for all handover signaling and provides optimized paths. Thus, the load located on LMA is significantly reduced. In the paper [28] authors proposed an extension of PMIPv6 to cover the inter-domain level using the Overlapping Mobile Access Gateway (OMAG) protocol to fill the overlap area between two PMIPv6 local domains. The main aim of the overlap-MAG is to maintain the MN session continue without any service disruption. This done by detecting the MN movement and proceed the registration process on behalf of the MN. Another work to improve mobility was been presented by [29], called overlay enhanced mobility for the IoT. This enhancement was done by leveraging the sensor node as endpoints in order to support the sensor and host-mobility separately. Adaptive polling based movement detection is proposed in intra-Mario [29]. The work by [30] is introduced to stamp out the negative effects caused by the disconnection of nodes and intermittent connectivity. According to the proposed protocol (EC+MRPL), movement detection method is used in which mobility is detected with respect to Received Signal Strength Indicator (RSSI). Therefore, can naturally enhance network performance in terms of energy and link reliability. Similarly, Somaa et al. [31] proposed a new strategy using the Bayesian mobility prediction technique to provide mobility.
support for the WSN. A new stability metric was proposed using the prediction model to build links according to topology changes [32]. In the paper [33], Bouaziz et al. introduced a proactive routing protocol to support probability named EKF- mRPL. The main aim of this scheme is to use the extended Kalman filter to predict the non-linear movement of the MN. The new preferred parent node was selected based on the movement direction of the MN with the extended Kalman filter. However, these models consumed significant power that reduced the network lifetime as the nodes had low processing capacity and low power. In addition, the protocol has an issue on selecting a new point of attachment when the node changed its position randomly. In [34], authors have proposed a modified energy efficient RPL where velocity and angle between the preferred parent and the MN are calculated based on the Doppler frequency. They dynamically adjusted the transmission interval of controlled messages based on the direction and MN velocity. However, the protocol suffered from the sudden changes in the MN position, which increase the packet loss rate. Another recent work proposed by Wang et al., so called SMH [35]. The proposed scheme introduce a seamless mobility handover concept in 6LoWPAN networks and use static nodes to handles movements of mobile nodes. A tree structure use built to facilitate the mobility handling. However, this approach does not consider the failure of the static nodes, which causes the mobile node dis-connectivity from the access point.

2.1.2 SDN-based mobility management schemes

Despite the deployment of legacy Mobility management protocols and the introduction of new entities such as MAP [11], LMA [7], SLMA [25], MR [29], CPN [32] or new metrics such as [31] and [33] all solutions suffer from issues of performance, latency costs and scalability. However, the recent advances in Software Defined Networking (SDN) have provided opportunities for adaptable network deployment. SDN represents an emerging paradigm that defends the separation of control and data plane in networks. Indeed, SDN offers the ability to decouple the network’s control logic from switching, routing, firewall security rules, clustering, thus improving the ability to manage the network state. Many long-awaited features are enabled by SDN such as on-demand resource allocation, self-service provisioning and truly virtualized networking through its intelligent orchestration and provisioning system. Subsequent the definition of the Open Networking Foundation, SDN’s architecture can be subdivided into three distinct layers: 1- application plane, 2- control plane, and 3- data plane. As shown in Figure 1, communications between SDN layers is ensured between southbound interface and northbound interface. Southbound interface enables communication between data layer and control layer and northbound interface is between control layer and application layer. Southbound interface provides (i) programmatic control of all forwarding operations, (ii) capabilities advertisement, (iii) statistics reporting, and (iv) event notifications [36]. The data plane in a SDN is composed of various networking devices such as routers, physical/virtual switches, access point, etc. it is responsible for exporting the user’s network packets to the output port by referring to the destination address. Indeed, data plane can provide a respectable agility of 6LoWPAN networking by enabling a rule-based of individual data flow and forwarding traffic according to the decisions made by the controller located on the control plane. In fact, the controller acts as a brain and manages the network by having a global view of the network. It can be considered as one of the cornerstones of SDN where it makes forwarding decisions with real-time global information and configures forwarding rules at devices located at data plane (switches, routers, etc.). Hence, the SDN controller generates network configurations based on arrangement defined by the network operator.

![Fig. 1. Software-defined networking (SDN) layers](image)

It manages the whole network and possesses a global view of the network by supervising the network forwarding behavior. The controller abstracts the network’s lower-level details such as network topology, state, device discovery, etc. In doing so, diverse set of controllers are used by control plane each with their own design and architecture as shown in table 1.

<table>
<thead>
<tr>
<th>TABLE 1. CONTROLLER’S FUTURES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controller name</td>
</tr>
<tr>
<td>Language</td>
</tr>
<tr>
<td>Performance</td>
</tr>
<tr>
<td>Distributed</td>
</tr>
<tr>
<td>OpenFlow support version</td>
</tr>
<tr>
<td>CloudSupport</td>
</tr>
<tr>
<td>Learning</td>
</tr>
</tbody>
</table>

Finally, the SDN’s application plane consists of one or more end-user applications such as virtualization that cooperate with controller(s) to utilize an abstract view of the network. Northbound interface exposed by an SDN controller is used as a communication pipe with the application plane in order to program the behavior of the network. That way, SDN application executed at application plane are responsible for tasks like routing, traffic Engineering (TE), firewalls, and access control. By this means, any kind of network control functionality can be implemented as a dedicated SDN
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3 PROPOSED FPMIPv6-S+ ARCHITECTURE

This paper proposes the FPMIPv6-S+ architecture, which integrates the OpenFlow with the PMIPv6. Figure 2 illustrates the scenario deployed in this study. Thus, we consider the case of a medical monitoring application where there is a whole system capable of monitoring the physiological characteristics of patients. Patients carry wireless sensors each characterized by its own monitoring task. The technology used by the sensors is IEEE 802.15.4.

![Fig. 2. 6LoWPAN and SDN-based architecture for remote healthcare monitoring](image)

We consider a clinic building consisting of three floors. Patients can move from one floor to another floor. Each floor is composed of a number of rooms. Each room includes a wireless switch that acts as a MAG. Each switch has a coverage area of 20 meters and identified by the number of the floor and its number in the floor. Furthermore, the main role of the switch is initialize of mobility-related signaling with the SND controller. Inside the clinic, patients are mobile. They carry wireless sensors that monitor some of their vital signs. One of the body sensors is selected as a coordinator. The coordinator is a full function device (FFD) which has the responsibility to receive all data collected by other sensors attached to the patient and forward them to the switch. Obviously, the coordinator must have a capacity greater than or equal to the other sensors (storage, calculation, energy, etc.), and it is chosen manually or automatically according to a given algorithm. Patients can move openly between clinic rooms. Sensors wired by patient form a wireless body area network (WBAN). Data collected by the sensors are sent to an authorized medical staff which monitor residents locally at the hospital or remotely. The proposed architecture is shown in Figure 2.

3.1 FPMIPv6-S+ procedural rules

In this part, we focus on the description of the different signaling messages exchanged when the patient changes it’s attachment point. According to the domain mobility in which the patient moves, local mobility can be classified into intra-mobility management, and domain mobility can be classified into inter-mobility management. Figure 3 shows the time sequence diagram when a patient performs an intra-mobility handover. We can distinguish 8 steps:

- Step 1 and 2: when a patient (6LoWPAN node) enters the coverage area of a new access point attachment point (new switch/MAG: n-SMAG), and if it wishes to select it as an appropriate parent, it sends a request message of association ("Association Request"). Upon receiving this request, the new switch (n-SMAG) replies by sending an Association Response message. In several types of applications such as healthcare monitoring, it is conceivable for a patient to carry several body sensors in order to monitor and control his physiological parameters such as temperature, pulse, blood pressure and other complementary parameters. In such a scenario, instead of each sensor sending its own association message, a particular node, the most powerful one, could play the role of the group coordinator. It will be the only one that can proceed the attachment procedure by sending and receiving signaling messages. Therefore, the control message contains the following components: <Header, p-Switch@, AssociatedSensorNumbers, MN – ID1, LL – ID1, MN – ID2, LL – ID2, ..., MN – IDn, LL – IDn>, where:
  - p-Switch@ : is the address of the switch to which the mobile node is already adhered.
  - AssociatedSensorNumbers: is the number of sensors attached to the coordinator.
  - MN – IDn and LL – IDn : are respectively the identifier of the sensor and the link layer identifier (Link Layer).
- Step 3: As soon as the new Switch receives the association request message, the update mechanism in the new PAN commences. Indeed, his first task is to transfer this message to his Controller entity (SLMA). Then, the controller extracts the address of the previous MAG (p-SMAG) which is serving the node 6LoWPAN. Based on its local neighborhood table, the n-SMAG can determine the address of the old SMAG (previous SMAG: p-SMAG) to which the coordinator is attached. The n-SMAG began the exchange of handoff information by sending a Handover Initiate (HI) message to the p-SMAG entity. The HI message contains the address of the SLMA whose n-SMAG is attached.
- Step 4 and 5: Upon receiving the handover initiate message, the p-SMAG entity verifies if the new SMAG resides on the same PMIPv6 domain (i.e. intra-mobility procedure). If it does, the p-SMAG updates its routing table and responds by an acknowledgment message (Handover Acknowledgment: HAck). Then it sends the update message "SBU" to the SLMA home agent. This message is sent on behalf of the n-SMAG entity.
- Step 6: Once the controller receives the sensor binding update message, it performs the authentication-related signaling with the SLMA on behalf of coordinator. After successful authentication from AAA, SLMA allocates Home Network prefix (HNP) to coordinator and updates its Binding Cache Entry (BCE). Then, it binds the coordinator’s IP address with the Proxy-Care-of-Address (PCoA). The Proxy-CoA is the global address configured on Switch (SMAG). Then, the controller sets up bidirectional tunnel with SMAG. From this instant, the coordinator can send or receive data traffic through Proxy-CoA, and traffic sent from the LMA gets routed to coordinator through the established tunnel.
- Step 7: when the n-SMAG receives the SBA, a bidirectional tunnel with SLMA is performed to route the traffic to and from coordinator. Then, it updates its routing table to ensure that all data intended for the coordinator must arrived.

![image](image)
properly. Then, the n-SMAG sends to the 6LoWPAN node a
Router Advertisement Fast Proxy (RtrAdvFP) message which
containing its Home Network Prefix (NHP). RtrAdvFP is an
extended version of the "Router Advertisement" message containing the following components: <Header, ICMPv6, CoordinatorID, HNP1, HNP2, ..., HNPn>, where HNPi is the Home Network Prefix of node i.

4 PERFORMANCE EVALUATION

4.1 Analytical evaluation

In this section, performance of our proposed mobility
management scheme is evaluated analytically based on L2
triggering time $t_{L2}$, which is the time taken from the occurrence
of the L2 trigger event to the start of the real L2 switching
process. Indeed, in 6LoWPAN-based mobility management,
QoS can be defined as the packet loss rate, handoff latency,
and handover cost due to signaling messages exchanged
during changing the attachment point. Analysis of these
metrics is more than necessary to check the performance of
mobility management protocols in 6LoPWAN-based mobile
environment. Handover is initiated by L2 trigger which events
to layer 3. Subsequently, an L2 event occurs when there is a
change in the signal strength of one or more access points.
The time when layer 3 is notified from the L2 event is
determined by the threshold value of the signal strength used
in the protocol implementation. Furthermore, given Ps as the
handoff prediction rate, this probability variable, Ps, depends
of triggering time $t_{L2}$, which is highly random. In this case, the
value of Ps, which indicates the probability that L3 handover
really occurs after the L2 trigger. If we suppose that $\sigma > 1$, $f_r(u, \sigma)$ indicates the probability density function for successful completion of signaling.

Indeed, A small $t_{L2}$ value means that the L2 trigger
occurred at a time, which means the begin of the real link
switching process. In this case, the value of $P_s$ will be larger
and it indicates the probability that L3 handover really occurs
after the L2 trigger. Therefore, the probability $P_s$ of anticipated handover signaling can be expressed as follows by the value of $t_{L2}$, the $t_r$ the handover successful signal is confirmed.

$$P_s = P_r(X_r > t_r) = \int_{t_r}^{\infty} f_r(u, \sigma)du$$  \hspace{1cm} (1)

To analyze the performance of the proposed scheme and
efficiently compare it with PMIPv6 and FPMIPv6-S, we
develop the formula of handover signaling cost $C_T$. Indeed, $C_T$
may be expressed as a sum of two main components binding
update signaling cost $C_{BU}$, and packet delivery cost $C_{PD}$, which
is due to data packet transmission to an MN. This formula is
defined as follows:

$$C_T = C_{BU} + C_{PD}$$  \hspace{1cm} (2)

4.2 Binding update signaling cost

Based on the way the patient (6LoWPAN node) move from
one Switch (SMAG) and changes its attachment point, it can
perform two different binding update procedures. The first one
is a local binding update involving just mobility into the same
proxy domain. The second mobility type is a global binding
update in which a new care of address (NCoA) is reported in a
standard way to the home Agent (HA) and Correspondent Node (CN) [37, 38, 39]. The performance factor required to
calculate the signaling cost is an element called SMR (Session
to Mobility Ratio).

$$C_{BU} = E(N_d)C^1 + E(N_a)C^g$$  \hspace{1cm} (3)

where $E(N_d)$ is an average number of subnets that the
6LoWPAN MN passes through during its ongoing data session
with corresponding node(s), staying in coverage of a single
proxy domain. Similarly, $E(N_a)$ covers MN’s roaming among
subnetworks in different proxy domains. $C^1$ and $C^g$ stand
for signaling cost of binding update in intra-Proxy and inter-Proxy
handover, respectively. In the IP networks, the packet
transmission is proportional to the distance in hops between
source node and the destination node. Furthermore, the
transmission cost in wired link is lower than the transmission
cost in wireless link. Therefore, the packet transmission cost
between two nodes is defined as $C_{xy} = \tau d_{xy}$ where $\tau$ is the unit transmission cost over wired link and $d_{xy}$ is the average number of hops between node x and y. Generally, $E(N_a)$ can be expressed as $\mu/\lambda S$ , in which $\mu$ is a MN's mobility rate (the
frequency of MN's change of location) and $\lambda S$ is a session
arrival rate (number of connection requests from CNs per
second). Considering $E(N_d)$ to be mobility rate of a MN in
bounds of a single Proxy domain and $E(N_a)$ to be mobility rate
of an MN crossing boundaries of Proxy domains, we can rewrite
3 as:

$$C_{BU} = \frac{1}{\lambda} (\mu_a C^g + \mu C)^i$$  \hspace{1cm} (4)

As described in [37, 38, 39], to analyze a signaling cost, it is
custom to introduce a parameter called Session to Mobility
Ratio (SMR) which is defined as a ration of the session arrival
rate ($\lambda$) to the user mobility rate ($\mu$) . Indeed, it is a key factor
to minimize the total cost and is defined as follows:

$$SMR_M = \frac{Sessionarrivalrate}{Mobilityrate} = \frac{N_s}{N_c}$$  \hspace{1cm} (5)

$$SMR = \frac{\lambda}{\mu}$$  \hspace{1cm} (6)

where $N_s$ and $N_c$ are the number of sessions that arrive and
the number of subnets visited by the MN during a specific time
duration (i.e., the measurement interval), respectively. Based
on these assumptions we get .

$$E(N_d) = 1/SMR$$  \hspace{1cm} (7)

Applying the above mentioned assumptions to 4 and taking
into account results of [37] that give ratios of mobility as:

$$\mu_i = \mu \frac{\sqrt{\lambda - 1}}{\sqrt{\lambda}}$$  \hspace{1cm} (8)

for local-Proxy handover and

$$\mu_g = \mu \frac{\sqrt{\lambda}}{\sqrt{\lambda}}$$  \hspace{1cm} (9)
for global-PMIPv6 handover so we get the fundamental equation for the binding update signaling cost analysis:

$$C_{BU} = \frac{1}{\lambda}(\mu_2x + \mu_1C)$$

(10)

Where $M$ stands for number of subnets across which the 6LoWPAN mobile node will move in a proxy domain and it set to the value 2.

In the PMIPv6 environment, the mobility can be divided into intra-binding update cost and inter-binding update cost according the messaging process. Furthermore, the binding is performed through PBU and PBA messages between MAG and LMA so, the formula can be defined as follows:

$$C_{PMIPv6}^i = 2C_{MN,MAG} + 2C_{MAG,MLMA} + 2PC_{MAG} + PC_{LMA}$$

(11)

$$C_{PMIPv6}^g = C_{PMIPv6}^i + 2C_{MAG,MLMA} + 2PC_{LMA}$$

(12)

In the case of PFMIPv6, the costs on inter-proxy and intra-proxy handover differ from each other and so do the results. The signaling cost is subject to success or failure in the handover and a successful handover is provided that only if L3 handover announce that 6LoWPAN MN is successfully changes its attachment point as the CN and MN through a tunnel between pMAG and nMAG. The tunneling packet transmission cost as follows:

$$C_{PMIPv6}^g = C_{PMIPv6}^i + PC_{LMA}$$

It is assumed that the processing cost for binding update with previous LMA (PLMA) is proportional to the total number of active MNs in the LMA domain (NMAxXMN/MAG) in the log scale by using a tree-based data structure to implement the database [40]. Where, as aforementioned, $P_s$ is the probability of the signaling success for the anticipated handover or prediction probability. $S_p^+$ is the signaling cost for a successfully anticipated handoff. $S_p^-$ is the signaling cost for control messages if no actual L3 handover occurs. It may be noted that only the predictive mode of PMIPv6 is being considered for analysis purpose but if the predictive mode fails, due to the signal attenuation such as fading and shadowing, then the 6LoWPAN MN is automatically supposed to undergo reactive mode of handover.

In case of the proposed scheme, FPMIPv6-S+

$$C_{PMIPv6}^p = P_sS_p^+$$

(10)

$$S_p^+ = 4C_{Bds,Coord} + C_{Coord,SMAG} + C_{SMAG,SLMA} + PC_{SLMA} + PC_{SMAG} + PC_{SLMA}$$

(17)

$$S_p^+ = C_{PMIPv6}^p + PC_{LMA}$$

(18)

As aforementioned, our proposed scheme combines SDN with FPMIPv6-S where we are one controller which manages all signaling messages. Furthermore, FPMIPv6-S introduce a local controller which share information between controllers through a global SDN orchestrator. Therefore, the signaling costs of global mobility and local mobility are the same.

4.3 Packet delivery cost

The signaling cost represents the cost required for mobility signaling, whereas the packet delivery cost represents the cost required for transmission data packets associated with an MN and it is defined as the linear combination of the packet tunneling cost and packet loss cost and the formula is defined as follows:

$$C_{PD} = \alpha C_{tun} + \beta C_{loss}$$

(19)

Where $\alpha$ is the weighting factor describing and emphasizing the effect of tunneling packets to MN and $\beta$ is the weighting factor describing and emphasizing the effect of discarding packets and $\alpha + \beta = 1$. $C_{tun}$ is the packet tunneling cost and $C_{loss}$ is the packet loss cost. The packet tunneling cost means the cost that the packets are transferred through the tunnel during the handover. In the case of PMIPv6, all packets from the CN are lost during handover given that there is no tunnel during handover. Therefore, packet loss cost can be defined as follows:

$$S_{PMIPv6}^{loss} = \lambda_p C_{cm}^{f,3} t_{L2}$$

(20)

Where,

$$S_{cm}^{f,3} = \eta(C_{CN,LMAMAG} + C_{LMAMAG} + C_{MAG,MN} + PC_{LMA})$$

(21)

Where $S_{cm}^{f,3}$ cm represents the packet transmission cost from the CN to the MN when the handoff fails. Given that in PMIPv6 most packets are tunneled to new MAG (nMAG) and are buffered in, all packets are transmit through this tunnel. The goal to making a tunnel between nMAG and pMAG is preventing packet loss during handover. Therefore, the tunneling packet transmission cost as follows:

$$S_{PMIPv6}^{tun} = \lambda_p C_{cm}^{s,3} t_{L2}$$

(22)

Where,

$$S_{cm}^{s,3} = \eta(C_{CN,LMAMAG} + C_{LMAPMAG} + C_{PMAG,nMAG} + C_{MN,MAG} + PC_{LMA} + 2PC_{MAG})$$

(23)

$S_{cm}^{s,3}$ cm defines the data packet transmission cost between CN and MN through a tunnel between pMAG and nMAG. The handover process of FPMIPv6-S+ does not induce any packet loss due to the adopted fast handover process of FPMIPv6 and the. Accordingly, the packet transmission cost of PMIPv6 is expressed as follows:

$$S_{PMIPv6}^{tun} = \lambda_p C_{cm}^{s,4} t_{L2}$$

(24)

Where,

$$S_{cm}^{s,4} = \eta(C_{Bds,Coord} + C_{Coord,MAG} + C_{MAG,CN} + PC_{Coord} + PC_{MAG})$$

(25)

5 NUMERICAL ANALYSIS RESULTS AND DISCUSSIONS

In this section, we present a detailed performance result based on the developed models in the previous section. Table 2 shows the parameters used for the analysis [37, 41].

<p>| Table 2: PARAMETERS USED FOR ANALYTICAL MODELING |</p>
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
</table>
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Table:

<table>
<thead>
<tr>
<th></th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>0.9</td>
</tr>
<tr>
<td>α</td>
<td>0.2</td>
</tr>
<tr>
<td>β</td>
<td>0.8</td>
</tr>
<tr>
<td>κ</td>
<td>10</td>
</tr>
<tr>
<td>τ</td>
<td>1</td>
</tr>
<tr>
<td>λρ</td>
<td>10 packets/sec</td>
</tr>
<tr>
<td>tL2</td>
<td>100 ms</td>
</tr>
<tr>
<td>dMAG,MN</td>
<td>1</td>
</tr>
<tr>
<td>dMAG,LMA</td>
<td>2</td>
</tr>
<tr>
<td>dLMA1,LMA2</td>
<td>6</td>
</tr>
<tr>
<td>PMCAG</td>
<td>8</td>
</tr>
<tr>
<td>PCLMA</td>
<td>12</td>
</tr>
</tbody>
</table>

Figure 4 presents the variation of signaling cost on dependency on the session mobility ratio (SMR) for handovers within one LMD domain. For all protocols, signaling cost decreases with the increase of SMR. Indeed, a small value of SMR indicates a high mobility (i.e., MN changes its attachment point) which will increase the number of signaling messages and then the frequent location updates. As we can see from this figure, FPMIPv6-S+ performs the best of all protocols. This is due to the fact of protocol properties. Indeed, with PMIPv6 or FPMIPv6, if we have n body sensors, every one must send its own signaling messages to its attachment point. However, with our proposed scheme, only coordinator has the responsibility to send signaling messages. Accordingly, we reduce n-1 times of messages exchanged.

Figure 5: Packet Delivery Cost Vs $\lambda_p$

Figure 6 shows the total costs incurred in PMIPv6, FPMIPv6, and FPMIPv6-S+. Cost in FPMIPv6-S+ is the lowest in the three schemes because, during the handover process, packets from the CN are tunneled and buffered on the n-SMAG.

Figure 6: Total Cost Vs L2 Triggering Time
6 CONCLUSION
In this paper, we have introduced a new fast PMIPv6 handover procedure that supports SDN orchestration and 6LoWPAN protocol. Compared with other previously developed IPv6-based mobility management approaches, proposed 6LoWPAN-based mobility protocol offers a quick and packet-loss free handovers. We have analyze and compare our proposed scheme with PMIPv6 and FPMIPv6 protocols in terms of binding cost, packet delivery cost, and L2 Triggering Time. Numerical results show that FPMIPv6-S+ outperforms PMIPv6 and FPMIPv6 in the case of very high mobility MNs. Accordingly, our proposed scheme results in the lowest packet delivery cost compared to other protocols. Hence, due to their low cost, tiny size, very limited resources (processing, memory, power), minimize the number of signaling packets is necessary for optimized handover performance. In addition, results show that FPMIPv6-S+ has minimum handover latency for smaller values of L2 triggering.

REFERENCES


