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Abstract: For financial institutions and the banking industry, it is very crucial to have predictive models for their financial activities, as they play a major role in risk management. Predicting loan default is one of the critical issues that they focus on, as huge revenue loss could be prevented by predicting customer’s ability to pay back on time. In this paper, different classification methods (Naïve Bayes, Decision Tree and Random Forest) are being used for prediction, comprehensive different pre-processing techniques are being applied on the data set, and three different feature extractions algorithms are being used to enhance accuracy and performance. Results are compared using F1 accuracy measure, and improvement was over 3%.
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I. INTRODUCTION

A banking institution can be defined as a financial organization that accepts deposits and convey them into different lending activities. Banks provide accepting deposits services and variety of loan types besides basic investment products. Accepting deposits from the public is the main function in order to use this capital as loans for borrowers. Major functions of a bank can be summarized as follows: Primary functions which consist of accepting deposits (savings, fixed, current), and Granting loans and advances. Secondary functions, which consist of agency functions and general utility functions [1].

This paper is organized as follows: section II provides literature review. Section III explains our approach and methodologies, and an elaboration of data, preprocessing techniques, models and validation measures. Results are showed in section IV and section V is the conclusion of this paper. Finally references used in this paper are listed at the end.

II. LITERATURE REVIEW

According to Angelini et al. [3]; Neural Networks (NNs) are reliable classifiers to design prediction models. They used two NNs approaches: Feed-forward Neural Network with ad-hoc connections and Feed-forward Neural Network with classical topology, using dataset of small business banks in Italy. Both approaches produced high prediction accuracy models with low error. Archana et al. [8] applied Decision Tree (DT), Support Adaptive Boosting Model (ABM), Vector Machine (SVM), Linear Regression (LR), Neural Network (NN) and Random Forest (RF) algorithms for build loan predictive model on a banking data from UCI machine learning data repository, and showed that SVM had the best accuracy, but low run time performance, and tuned it to only incorporate most important features. In [4], it was demonstrated that support vector machine SVM can be used efficiently for credit rating classification in the banking industry, and SVM predicting accuracy may increase when increased dataset sample is used, and feature selection approach applied or normal correlation significant test. But using multiple discriminate analysis (MDA) showed overfitting, and although it has the lowest training errors, testing accuracy was unacceptable. Yu Jin and Yudan Zhu [7] applied different attribute selection methodologies; Random Forest and Correlation Matrix in the model preparation stage to determine the top attributes that determine loan default, and used different data mining classification techniques for prediction model building; Decision Tree (DT), Neural Network (NN) and Support Vector machine (SVM) and concluded that SVM showed best performance. Amira Hassan and Ajith Abraham [5] used different algorithms with ensemble methods to build a loan default prediction model; scaled conjugate gradient backpropagation (SCG), Levenberg-Marquardt algorithm (LM), and One-step secant backpropagation (OSS), and applied different filtering methodologies on dataset then used different parameters for comparison. They concluded that Levenberg-Marquardt algorithm (LM) with PLs filter produced the best model. M.V. Reddy and B. Kavitha [6] showed that using...
Neural Networks through attribute relevance analysis to build a prediction model increases the speed of Neural Network and feasible accuracy. The above researches focused on using different classification models and compared between them, or added features selection technique to improve prediction, while in this paper we used various preprocessing techniques, multiple classification models and multiple features selection algorithms to cover more than one aspect that might impact prediction accuracy and performance.

III. APPROACH AND METHODOLOGY

Data pre-processing is considered a significant and crucial initial step in data analysis and data mining projects, as the output of this stage is inputted to the model to obtain final results, therefore, data preprocessing impacts not only the accuracy of the model, but also the performance and efficiency [9]. Our model involved a thorough exploration of data, and application of multiple preprocessing techniques prior to classification stage. Once the data is tuned, three different classification algorithm models will be used to predict loan default, results of models will be compared with each other, and with prediction results of the same model prior to data preprocessing. Figure 1 illustrates our approach.

A. Data Collection

The data set that is being used for this paper is a loan data set from Lending Club, with 145 features and around 43k records. Data includes loan info, e.g. amount, purpose, interest rate and instalments. customer info, e.g. demographic, employment, DTI, FICO and credit lines. customer’s behavior info, e.g. revolving balance, revolving utilization, delinquency and payments.

B. Data Pre-processing

This section presents the steps considered for preprocessing stage.

1) Data Cleaning.

The following data cleaning techniques were applied on the data set:

- Attributes with almost null values were deleted.
- Attributes with unique values or only one value were deleted.
- Unstructured attribute with long free text were removed at this stage.

- Empty rows were removed.
- “loan status” attribute was used to extract the “loan status” class attribute, and “credit requirement” attribute that indicates whether the borrower meets credit policy requirements or not.
- Data attributes were used for features extraction, where new features were created according to numbers of days between the date and current date’s date.
- “xx” at the end of “zip code” attribute was replaced to “00”.
- “emp length” attribute was transformed from categorical values (1 year) to numerical values (1), 1 was assigned to “< 1 year” value as records have similar behavior of “1 year” in relevance to the class attribute and 0 was assigned to “n/a”.
- Null values in our dataset were handled using imputation techniques where numeric missing data were replaced with 0, categorical with “none” and date missing values were replaced with current date’s date.

After applying the different techniques mentioned above, the original dataset was reduced to 46 features.

2) Imbalanced Data Handling

Imbalanced data is a common machine learning issue where aggregation of instances in one class is significantly more than the total number of instances of the other class, which makes the classifier more biased towards the larger class. Oversampling based approach is one of the commonly used methodologies to overcome this issue [15]. In this paper Synthetic Minority Over-sampling (SMOTE) approach was implemented to increase minority class 100% using k = 2 of K-Nearest Neighbors.

3) Data Normalization

Data normalization is used to eliminate the unit of measurement of data, for easier data comparison, and it usually means to scale features to have values between 0 and 1. Data normalization is a process that reduces data redundancy [18].

4) Features Selection

Classification efficiency, speed and precision can be improved by decreasing features space, and noise features can be eliminated as well. Information gain is one of the commonly used features selection methodologies that selects key features from the data set, and deletes dispensable once [16]. IG measures the level of “information” a feature provides about the class using “Entropy” measure, where entropy is calculated as follows:

\[ \text{Entropy} = - \sum_{k=1}^{K} \frac{p_k}{K} \log_2 p_k \]

\( p_k \): The proportion of instances belonging to class \( k \) (\( K = 1, \ldots, K \)), and \( \log_2 0 = 0 \).

When applying IG, features with low entropy had better ranking, and top ten features were selected to be used in the classification stage.

Genetic algorithm-based features selection is another features selection methodology that selects optimal features by randomly choosing the population initially, and check their fitness to the environment using an objective function, and use a repeated evolutionary process to improve the population until the optimum is reached [17]. When applying GA, fourteen features were selected as relevant features and the rest were ignored in the classification phase. Particle Swarm Optimization (PSO) algorithm is the third algorithm that was used in this paper for features selection. This method was originally inspired by the movement behavior of birds’ flock. It
is easy to implement but it is computationally intensive, and a very powerful methodology that has been used in many fields including features reduction; by removing irrelevant and noisy features from the original dataset, and keeping only important and relevant features [12]. When applying PSO; data features space was reduced to ten features. These three features selection approaches were applied independently on the preprocessed dataset prior to classification, and classification efficiency improvement was calculated and compared at the end.

C. Models Construction and Validation

In this section we will briefly define the different data mining classification methodologies used in this paper, and highlight cross validation evaluation criteria used to compare results in the following section.

1) Naïve Bayes

A supervised data mining classification technique that assumes independency among predictors, has less computational complexity and memory requirements, good performance and prediction accuracy [10].

2) C4.5 Algorithm

A supervised decision tree-based classifier with good performance and accuracy, which depends on information gain and gain ratio when constructing the decision tree. Pruning is proposed for this technique to avoid over fitting [11]. In this paper we built two models using C4.5 decision tree; unpruned tree and pruned tree.

3) Random Forest

Known as random decision tree as well, is a prediction technique for classification and regression problems that achieves the best possible solution by constructing multiple uncorrelated decision trees, and uses majority voting for the final result [13]. It is robust to outliers and noise, has good prediction accuracy and does not overfit.

Models Validation

10-folds cross validation was used to evaluate classification models. Using this methodology, the data is randomly divided into ten sets of data; nine are used as training set, and the tenth is reserved for testing. This process is iterated ten times with different training set. In figure 2 it is demonstrated how cross validation works.

![Cross Validation](image)

Then precision, recall and F1 were calculated for each model and used as evaluation measures. These measures are calculated as follows:

IV. RESULTS

Four classification model were built; Naïve Bayes, unpruned C4.5 decision tree, pruned C4.5 decision tree and Random forest. Each one of these models were run four times and evaluation measures were recorded. In the first iteration; models used unprocessed data, and the other three used processed data with three different features selection algorithms. Evaluation measures of used models using unprocessed data set are shown in table 1 below.

![Unprocessed data measures](image)

Evaluation measures of Naïve Bayes, C4.5 decision tree (unpruned), C4.5 decision tree (pruned) and Random forest are shown in table2, table3, table4 and table 5 respectively. Where IG, GA and PSO algorithm were used as feature selection methodologies for each classifier.

![Naïve Bayes Classifier](image)
The following matrix contains a calculation of weighted average F1 improvement percentage of each model and feature selection methodology when applying preprocessing techniques.

<table>
<thead>
<tr>
<th>Model</th>
<th>Algorithm</th>
<th>Class</th>
<th>Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Charged off</td>
<td>Precision 96.60% Recall 95.80% F1 96.20%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fully Paid</td>
<td>Precision 98.50% Recall 98.80% F1 98.60%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weighted Avg.</td>
<td>Precision 98.00% Recall 98.80% F1 98.00%</td>
</tr>
<tr>
<td>C4.5</td>
<td>Info Gain</td>
<td>Charged off</td>
<td>Precision 97.40% Recall 95.80% F1 96.60%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fully Paid</td>
<td>Precision 98.50% Recall 99.10% F1 98.80%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weighted Avg.</td>
<td>Precision 98.20% Recall 98.20% F1 98.20%</td>
</tr>
<tr>
<td></td>
<td>PSO</td>
<td>Charged off</td>
<td>Precision 96.60% Recall 95.80% F1 96.20%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fully Paid</td>
<td>Precision 98.50% Recall 98.80% F1 98.60%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weighted Avg.</td>
<td>Precision 98.00% Recall 98.00% F1 98.00%</td>
</tr>
<tr>
<td></td>
<td>Generic</td>
<td>Charged off</td>
<td>Precision 96.10% Recall 96.00% F1 96.70%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fully Paid</td>
<td>Precision 98.60% Recall 97.90% F1 99.20%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weighted Avg.</td>
<td>Precision 98.70% Recall 98.70% F1 98.70%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>Feature Selection Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>Info Gain 0.20% PSO 0.00% Generic 0.20%</td>
</tr>
<tr>
<td>C4.5</td>
<td>1.60% 1.80% 1.60%</td>
</tr>
<tr>
<td>C4.5 (Pruned)</td>
<td>1.50% 1.50% 1.50%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>10.70% 10.90% 11.00%</td>
</tr>
</tbody>
</table>

Fig. 8. “Wighted Average” F1 improvement.
In most application; misclassifying the minority class (false negative) is a lot more expensive than misclassifying the majority class (false positive). In the context of lending, losing money by lending to a risky borrower who is more likely to not fully pay the loan back is a lot costlier than missing the opportunity of lending to trust-worthy borrower (less risky). The improvement percentage of evaluation measure F1 of “Charged off” class between models prior to preprocessing stage (and without using any features selection algorithm), and models after applying preprocessing techniques on the original data set, and using three different features selection algorithms is shown in table 7 below.

<table>
<thead>
<tr>
<th>Model</th>
<th>Feature Selection Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>Info Gain 4.40% PSO 3.80% Generic 4.40%</td>
</tr>
<tr>
<td>C4.5</td>
<td>4.70% 5.10% 4.70%</td>
</tr>
<tr>
<td>C4.5 (Pruned)</td>
<td>4.30% 4.10% 4.30%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>42.4% 42.90% 43.00%</td>
</tr>
</tbody>
</table>

Fig. 9. “Charge off” F1 improvement.

V. CONCLUSION
This paper used Naïve Bayes, Decision tree (unpruned and pruned) and Random Forest classifiers to build loan default prediction models. This paper also applied several data preprocessing techniques, and compared between three features selection algorithms: Information Gain, Genetic Algorithm and Particle Swarm Optimization. Applying preprocessing techniques definitely improved prediction of minority class. Improvement varied between the different classifiers. Using features selection algorithms improved model as well, though improvement variation between the three used algorithms was not remarkable. It can be concluded that data preprocessing stage is an important stage when building a classification model, as it has a valuable impact on model accuracy. Applying features selection algorithms is very significant as well when having a large dataset, not only it enhances accuracy but it also improves performance. Future work would involve other classifiers and features selection algorithms, as well using datasets from different banks to investigate if our findings apply on datasets with different nature.
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