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Abstract: One well-known problem with speech synthesis is the occurrence of audible discontinuities at phoneme boundaries, which lead to the unnaturalness of synthetic speech. This paper presents a sinusoidal noise based mathematical method to reform the transition regions from one phoneme to another phoneme with low storage. The speech parameters of sinusoidal noise model were estimated and stored as polynomials to reconstruct the transition wave. According to the results, all transitions regions which are considered during this experiment have higher correlation values for lower order polynomial with less capacity ratio. In addition, to that the same experiment has been carried out by changing the number of FFT coefficient. As the FFT coefficient increases, capacity ratio was also increased, while correlation coefficient values were also increased. It was understood that a signal which is very close to the original signal can be generated with a lesser number of FFT coefficients.
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1. INTRODUCTION
Speech is an acoustic waveform that conveys information from a speaker to a listener in a slow time varying signal which is created by vocal cords and the response of the vocal cavity. The goal of speech synthesis is to convert a string of text, or a sequence of words, into natural-sounding speech. However, numerous techniques has been proposed in past decades and still no speech synthesis system which is available today is able to produce speech that could be characterized as natural or completely pleasant. Solutions for embedded speech synthesis have been available on the market for some time but most of them use parametric synthesis [1] instead of wavetable synthesis (concatenation) due to low storage capacity requirements. However, the former doesn’t provide high quality speech compared to concatenation synthesis in every context. The popular concatenation methods such as SOLA [2], FDP SOLA [3], TD-PSOLA [4], WSOLA [5], MBROLA [6], PIOLA [7], etc are based on overlap-add method. In the above methods, the frames from the utterances within the speech body are extracted, preprocessed and recombined using an overlap-add (OLA) algorithm[14]. Although it is computationally very efficient, it requires a significantly large speech data-bases in order to produce high-quality synthetic speech[14]. This makes the above methods less appealing to embedded applications. So the Concatenative synthesis is avoided in embedded speech synthesis applications since it requires large recorded speech data-bases[14].

Further, the biggest problems of concatenative systems is modifying the prosody of the recorded speech units (phones, diphones, syllables, etc.) and concatenating them in order to keep pitch, phase, amplitude, and frequency envelope continuity[14]. While data reduction algorithms like code excited linear prediction [8] can be employed in order to reduce the size of the data-base, the quality of the synthesized speech is low. Among the above methods, although TD-PSOLA provides good quality speech synthesis, it has limitations which are related to its non-parametric structure; spectral mismatch at segmental boundaries and tonal quality when prosodic modifications are applied on the concatenated acoustic units[9]. In order to address these issues, two parametric models; source filter model and sinusoidal model were used in speech synthesis. In source-filter model the vocal tract transfer function is represented as a filter. In sinusoidal model the source and the system features are included as parameters. Latest methods attempt to simplify the general sinusoidal model by making the harmonic nature of the signal explicit in the model , and managing noise components in various ways [10].

2. SINUSOIDAL MODEL
The sinusoidal model was originally proposed by McAulay&Quatieri for speech coding purposes and by Smith & Serra [McAulay&Quatieri 1986; Smith & Serra 1987] for the representation of musical signals. One of the possible representations of speech waveform can be presenting speech, as the result of passing a glottal excitation waveform through a time-varying linear filter that models the resonant characteristics of the vocal tract [13]. The sinusoidal model speech or music signal are represented as sum of sinusoids each with time-varying amplitude, frequency and phase. In this model, first the original signal is windowed into frames, and the short-time spectrum was examined to obtain the prominent spectral peaks. Then the frequencies of the local maxima in the consecutive frames are matched, i.e. the frequencies of the current frame are connected with the nearest neighbor frequencies of the previous frame. For a given frequency track, the amplitudes are interpolated linearly, and a cubic function is used to unwrap and interpolate the phase such that the phase track is highly smoothen. Sinusoidal modeling works quite well for perfectly periodic signals, but performance degrades in practice since speech is rarely...
periodic during phoneme transitions. In addition, very little periodic source information is generally found at high frequencies, where the signal is significantly noisier. To address this issue the sinusoidal model was improved as a residual noise model that models the non-sinusoidal part of the signal as a time-varying noise source. These systems are called sinusoids plus noise systems. Sounds that are produced by auditory systems, can be modeled as sum of the deterministic and the stochastic parts, or as a set of sinusoids plus the noise residual [12]. In the standard sinusoidal noise model, the deterministic part is represented as a sum of sinusoidal trajectories with time varying parameters. The trajectory is a sinusoidal component with time-varying frequencies, amplitudes and phases. It appears in a time-frequency spectrogram as a trajectory. The stochastic part is represented by the residual [11]. The whole signal s(t) can be written as

$$S(t) = \sum_{i=1}^{n} a_i \cos(2\pi f_0 t + \phi_i) + r(t)$$  \hspace{1cm} (1)

Where \( n \) = number of sinusoidal, \( a_i \) = Amplitude of \( i \) th sinusoidal component, \( f_0 \) = Fundamental frequency, \( \phi_i \) = Phase of \( i \) th sinusoidal component, \( t \) = Time, \( r(t) \) = noise residual

The amplitude and phase value of \( i \) th sinusoidal component was calculated by a polynomial equation

$$a_i = b_m X_m + b_{m-1} X_{m-1} + \ldots + b_1 X + b_0 \hspace{1cm} (2)$$

$$\phi_i = c_m X_m + c_{m-1} X_{m-1} + \ldots + c_1 X + c_0 \hspace{1cm} (3)$$

Where \( b_1, \ldots, b_m \) and \( c_1, \ldots, c_m \) are polynomial coefficients.

Since the sinusoidal noise model has the ability to remove irrelevant data and encode signals with lower bit rate, it has also been successfully used in audio and speech coding. The most of the available models based on the sinusoidal model are capable of synthesizing vowels and the phonemes in high quality. The correct mapping of transitions between phonemes is one of the problems that make the synthetic speech unnatural. The objective is to demonstrate how amplitude, phase values of a given phoneme transition are generated based on a new mathematical model and how this parameter set can be coded for high-quality speech at low bit rates.

3. ESTIMATION OF SPEECH PARAMETERS

The main problem in modeling waveform transitions from one phoneme to another is finding extract parameters from a speech wave form that represents a quasi-stationary portion of that waveform. And then to use those to reconstruct an approximation that is closer to the original speech. In most of the cases the parameters must often be extracted from a speech signal that has been contaminated with acoustic noise. In general, it is difficult to store the frequency, phase and amplitude of the transition region from one phoneme to another. Therefore, to model the transition regions, a parametric mathematical model was developed. For demonstration purposes, short ‘a’ sound words were considered and the transition regions were segmented manually. Frequency peak points were extracted manually from each segment of the sound wave. The speech parameters, amplitude and phase are estimated by applying Fast Fourier Transform (FFT) to the quasi-stationary part of the speech waveform.

$$X_k = \sum_{n=0}^{N-1} x_n e^{-2\pi kn/N} \hspace{1cm} k=0, \ldots, N-1$$  \hspace{1cm} (4)

The basic analysis system for the sine model is shown in fig 1. The amplitude and phase values were calculated by considering the dominate poles of the FFT. The experiment was carried out changing the number of FFT coefficients from 5 to 20. Polynomials were chosen in order to regenerate amplitude and phase values. With the help of these parameters the sinusoid is generated. (Fig 2)

White Gaussian noise was applied to generate the noise residuals \( r(t) \) using the mean and the standard deviation of the noise. The amplitude, phase parameters were calculated by selecting constant to vowel transitions of short /a/ sound words, ba, da, ca etc. It is infeasible to carry out the experiment for all those words, thus some words were selected by considering the phoneme classification. Then the, Pearson’s correlation between original wave and the reconstructed wave were calculated using MATLAB.

The required capacity to store the source wave form and the proposed method speech parameters were compared by calculating the capacity ratio.

4. RESULTS AND DISCUSSION

The variation of amplitude and phase values were represented using polynomials. The corresponding polynomial coefficients were retrieved by the proposed methodology to model the amplitude and phase values. Error between the original and calculated amplitudes and phase values were less than 0.1 for any order. The standard deviation of the error between original amplitude values and the calculated amplitude values of first five poles \( (A_0, A_1) \) in ‘Ba’ transitions were shown in the Fig 3. It clearly indicates that the calculated values were extremely closer to the original values. The parameters which were estimated in the basic analyzed model (figure1) can be mapped exactly as it is, using the stored polynomial coefficients.
Fig 3: The standard deviation of the error between original amplitude values and the calculated amplitude values of first five poles (A0..A1) in ‘Ba’ transitions.

As illustrated by fig3, when the order of the polynomial was increased, the standard deviation of the error was decreased gradually. That implies the calculated amplitude values were more and more closer to the original values in higher order polynomials. Same procedure was conducted to calculate the phase values by changing the order of polynomials. The proposed system was applied to reform the transition regions of different words, which were selected according to the phoneme classifications. The polynomial order varies with the number of cycles included in the transition region. Transition regions for ‘Pa’, ‘Ba’ and ‘Ma’ consist of three cycles and the maximum order of the polynomial was 3. But both Fricatives voice constant ‘Va’ and unvoiced constant ‘Fa’ have 4th order polynomials. It is because the duration of the Fricatives constants transition region was longer than the other constants. Fig 4 shows how the correlation coefficient changes with capacity ratio in different polynomials. All observed correlation values were closer to 0.7 or above. Comparing the correlation values of every transition region, maximum correlation was observed in the highest order polynomial. Even for lower order polynomials, reasonably higher correlation values were obtained such as 0.8196 for Pa, 0.7749 for Ba, 0.7375 for Fa, 0.9 for Ma and 0.9408 for Va (considering five FFT coefficients). Thus it can be suggested that a signal which is almost identical to the source signal can be generated using even lower order polynomials. The signal quality was improved when the capacity ratio was increased. In every transition region the capacity ratio of 1st order polynomial was less than other polynomial orders, because the number of points needed to store in 1st order of polynomial was less than the higher order polynomial. When the order of the polynomial was increased the capacity ratio was increased and the correlation coefficient values were gradually increased, as well.

Even though more similar signals were observed in the higher order polynomials, the capacity ratio of the higher order polynomial, the original amplitude and phase values were equal. Thus, keeping a higher order polynomial is unsuitable as it is not in line with the objective of the study. Moreover the results explain that even higher quality outputs can be obtained with lower order polynomial and have less capacity ratio. Further in this study a threshold value was defined for the correlation coefficient of 0.8 as the acceptable criteria. The generated outputs with above threshold were identified as acceptable quality. Fig 4 illustrates that there are few sounds (pa, ma, va), for which the lowest order polynomial (1th) can be accepted. There are some other sounds that are accepted at 2nd or 3rd order polynomials (fa, ba). The same experiment was repeated by changing the number of poles in the FFT. According to the Fig 5 (a, b, c, d), it can be clearly seen, when the number of FFT coefficients are increased, the correlation between the original and the generated waves was also increased. However, when the number of FFT coefficients were increased, the variation in the correlation coefficient is not much higher (FC5 ..FC20). Thus, increasing the number of FFT coefficients would not provide any significant improvements. It is because that first five FFT coefficie-nts have extracted the most important features in the signal. Thus, it is evident that more information can be extracted even with low number of FFT coefficients. Also, for some order polynomials a significantly lower correlation was observed when the number of FFT coefficients is increased. This is due to the amount of data captured was huge and it disturbed the most important data as well.

Fig 5 (a): Capacity ratio changes with correlation coefficient in different polynomials in different number of FFT coefficients for ‘ba’.
5. CONCLUSION
In this paper, a new parametric method has been proposed to synthesis transition region of consecutive phonemes in low capacity. Using this proposed mathematical method, amplitude values and phase values were calculated by a polynomial equation. The result has a standard deviation error which is less than 0.1 for polynomial of any order. That shows the calculated values were closer to the original amplitude values and phase values. In addition, it indicates that the order of the polynomial increases as the standard deviation error reduces. This new model reconstruct the phoneme transition regions which are closer to the original phoneme transition. The above results point out that the all transitions regions have the correlation values greater than 0.7 for any order polynomial. For higher order polynomials the correlation coefficient values were between 0.85 and 1 and the capacity ratio increases proportionally to the order.

High quality outputs were observed in higher order polynomials with higher capacity ratio. This is not in line with the objective. But a reasonable correlation coefficient value was observed in lower order polynomials with less capacity. In addition to that the correlation values as well as the capacity ratio were increased as number of FFT coefficient was increased. Increment factor of the correlation values were not very high, and hence we can accept the signals which are generated from lower order polynomials. The main issue in speech synthesis is, the transitions between phonemes cannot be modeled with lesser number of parameters. So unnaturalness of synthetic speech was observed in the result. Thus the proposed method consumes lesser space to store information of each phoneme transition while the output is almost identical to the source signal. It indicates that most of the features of the original signal have been reconstructed by the parametric method in low capacity.
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