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ABSTRACT: The exponential growth and popularity of WWW increases the amount of traffic which results in major congestion problems over the available bandwidth for the retrieval of data. This results in the increase of user perceived latency. Prefetching of web pages is a potential area that can significantly reduce the web access latency. It refers to the mechanism of deducing the forthcoming page accesses of a client. Prefetching reduces the user's perceived latency but on the contrary it increases the traffic that may result in further congestion. So the major concern of the prefetching is to device an algorithm that could efficiently and optimally prefetch the pages so that the traffic load is minimized. In this dissertation an optimal prefetching algorithm is proposed which gives the optimal number of web documents to be prefetched to reduce latency. The algorithm is based on the current content of the web documents so there is no requirement of maintaining past history of the users and is also beneficial for first retrieval of access of web resources.
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1. INTRODUCTION
Data Mining and WWW are two important and active areas of current researches. WWW is a large distributed hypertext repository of information where people navigate through links and view pages through browsers and Data Mining is used to discover the hidden facts contained in databases. A natural combination of the two areas i.e. Data Mining and WWW is referred as Web Mining. Web mining is the application of data mining techniques to automatically discover and extract information from web documents and services. It has been the focus of several recent research projects and papers.

2. MOTIVATION FOR PREFETCHING
Prefetching complements the research in caching, since all benefits of prefetching are in addition to those of caching. While caching attempts to provide fast access to a document for the second time it is accessed, prefetching provides fast access to a document even at the first time it is being accessed. Moreover, the already existing infrastructure for caching can be exploited for prefetching.

3. METHODOLOGY USED IN THE STUDY
In order to accomplish the proposed work, the following methodology is used:

3.1 Association Rule
Mining for associations among items in a large database is an important database mining function. Association rules are used to show relationship between data items. For example the purchasing of one product when another product is purchased represents an association rule. The terminology used for Association Rule:

- Itemset or dataset: It is a combination of items e.g. \{Mouse, keyboard\}.
- Support: It is the number of transactions in a dataset where itemset appears. Let A and B are itemsets. If \(A \implies B\) Then
  \[\text{Support}(A \implies B) = \frac{\text{no. of tuples containing both A and B}}{\text{total no. of tuples}}\]

- Confidence: It is the percentage of transactions containing A itemset that also contain B itemset. If \(A \implies B\) Then
  \[\text{Confidence}(A \implies B) = \frac{\text{no. of tuples containing both A and B}}{\text{no. of tuples containing A}}\]

- Minimum support and Minimum confidence: It is some predefined minimum value for support and confidence.
- Large or frequent itemset: Itemsets that have a support exceeding the threshold i.e. minimum support

3.2 Apriori Algorithm
- Apriori [3][5] is a breadth-first or generate and test type of algorithm. Apriori is an association rule-based data mining technique that finds the association between the items of the database. The Apriori algorithm iterates over the database in multiple passes. However the itemsets having support equal to or greater than Minsup are selected for the next pass and this process continues until an item set with...
maximum number of items along with Minsup is achieved. Minsup is a user-specified parameter.
- Apriori algorithm starts from each item and then checks its support and rejects the item with support less than the minimum support, then add one more item with previous item one by one and again checks the support and this process continues until we find largest item set with support greater than the minimum support.

Association Rule [5] mining involves finding all the rules that satisfy user-defined constraints on minimum support and confidence with respect to a given dataset. For example, a particular supermarket may find that out of the 1000 customers shopping on a Thursday night, 200 bought diapers, and of those 200 who bought diapers, 50 bought beer. Thus, the association rule would be “If buy diapers, then buy beer” with a support of 200/1000 = 20% and a confidence of 50/200 = 25% The common approach to finding association rules is to break the problem into two parts:
- Find large itemsets that have a support exceeding the threshold i.e. minimum support.
- Generate rules from frequent itemsets.

There are various Association Rule discovery algorithms available that efficiently discover the frequent itemsets. One such algorithm is Apriori algorithm.

4. PROBLEMS WITH EXISTING PREFETCHING TECHNIQUES
Several researchers have designed various prefetching schemes. There are some limitations in the existing approaches for prefetching. The some existing prefetching schemes prefetches the web documents that may further result in huge increases in network traffic that may leads to network congestion. Also it may decrease the bandwidth available that again increases the time required to access documents that were not prefetched. This makes the situation worsen. It means prefetching is always at danger of crossing the borderline from making things better to making things worse. Thus it is required that prefetching must be done in a controlled way. Also the some existing approaches of prefetching are history based and history of the clients has to be maintained at client side, proxy side or server side. Also for history based approaches in order to achieve high hit-rates, a long observation time is required. Also it is difficult to react to new trends in user behaviour immediately using these approaches. In this dissertation an optimal prefetching algorithm is proposed to limit the number of documents to be prefetched based on the relevancy of the keywords supplied by user that may not require past history. It is a non-statistical prefetching method which uses an algorithm based on data mining techniques to optimally prefetch the web documents. It is based on the current content of the web documents so there is no requirement of maintaining past history of the users and is also beneficial for even first retrieval of access of web resources. The algorithm predicts the next user request and prefetches those referenced pages whose words in the anchor text are found in the user's supplied keyword list. Unlike previous techniques, this approach can also prefetch web documents who are never accessed before and does not require history access of users that makes it good adaptively to the change of user surfing interests.

5. PROPOSED ARCHITECTURE FOR OPTIMAL PREFETCHING SYSTEM
A client side architecture is proposed that addresses the prefetching of hyperlinks of current web document. This approach includes criteria which are determined by the keywords supplied by user. In this the collection of the user-specific criteria is accomplished by the keywords supplied by user. The keywords are collected from the keywords supplied by user and added to user-specific keywords list. As soon as a web document is retrieved, the prediction engine (Fig. 4.1) parses the document, builds a list of current hyperlinks. The keywords in this list are compared to a user-specific keywords list to optimally prefetch the hyperlinks from the current web page or document. Each time a request is made by the client as well as keywords are supplied by the client, same process is applied to optimally prefetch the hyperlinks.

5.1 MODULES OF THE PROPOSED ARCHITECTURE
The basic architecture of optimal prefetching system is shown in Fig. 5.2. It contains the following modules:

1) Prefetch module
The prefetch module is responsible for receiving request from client, serving request to the client and prefetching the hyperlinks according to the list of hyperlinks supplied by the prediction module and puts them into the prefetch cache. This module also sends the details of the keywords that are supplied by the user and the requested web document to the Extraction module.

2) Prediction Engine
It consists of two modules that are Extraction module and Prediction module:

a) Extraction module
The main task of this module is to collect the keywords that are supplied by the user and to put them into a user specified keyword list. The requested web document is also scanned by this module to prepare the list of hyperlinks that contains the keywords from the user specified keyword list. The list of all hyperlinks that contains any keyword from the user specified keyword list is prepared by this module.
b) Prediction module
This module compares the keywords in the user specified keyword-list with the list of keywords describing the hyperlinks on the actual HTML page using the optimal perfecting algorithm and sends the list of the hyperlinks to the prefetch module.

![Diagram of Prediction Module](image)

**Fig. 5.2 Proposed Architecture of Optimal Prefetching System**

### 5.2 PROPOSED ALGORITHM FOR OPTIMAL ALGORITHM

**Input:**
1) The list of ‘m’ hyperlinks of the current web page.
2) Minimum support i.e. ‘minsup’ which is used to control the number of hyperlinks to be prefetch.
3) User-specified keyword list

**Output:**
1) The optimal list of hyperlinks that are to be prefetched i.e. ‘L’ which is large set of hyperlinks when support >= minsup

**Variables:**
1) ‘n’: integer which contains total number of unique keywords
2) $i_1, i_2, ..., i_n$ are set of unique keywords from list of hyperlinks
3) ‘k’: integer
4) ‘termination’: Boolean
5) ‘support[]’ which contains the support value for the keywords which is calculated with the help of formula
6) ‘C’ which contains the set of keywords that are candidate to be prefetched and $C_1, C_2, ..., C_k$ are the candidate keyword set which contains set of keywords of length k with their support value.

**Functions used:**
1) count() function which takes the keyword set as input and gives the total number of hyperlinks in which the particular keyword set appeared from the list of hyperlinks.

**Algorithm optimal_prefetching()**

1. Count unique individual keywords from list of hyperlinks that matches with the user-specified list by scanning all the hyperlinks once and say it as ‘n’.
2. for $j=1$ to $n$
   { Compute support[$i_j$]=count($i_j$)/m by scanning all the hyperlinks once and counting the number of hyperlinks that keyword $i_j$ appears in (i.e. count($i_j$)).
   }
3. Now, create the candidate1 keyword set i.e. $C_1$ which will be the set of keywords $i_1, i_2, ..., i_n$ with their support value.
4. for $j=1$ to $n$
   { Compute the $L_1$ which contains the subset of keywords from $C_1$ where support($i_j$)>=minsup.
   }
5. Let $k=1$ and termination = false
6. Repeat steps (a) to (e) until termination=true
   a. Let $L_{k+1}$=empty.
   b. Create the candidate (k+1) keyword set i.e. $C_{k+1}$ by combining members of $L_k$ by selecting and extending k-keyword set by one more keyword so that set of keywords will be unique and no keyword will repeat in each set.
   c. In addition, only consider as keywords of $C_{k+1}$ those k+1 keywords such that every subset of size k appears in $L_k$.
   d. Scan the hyperlinks once and compute the support for each member of $C_{k+1}$.
   e. If $L_{k+1}$ is empty then termination=true else
      k=k+1
   }
7. Let $L_k$ contains the list of hyperlinks that are to be prefetch
8. End.
The optimal prefetching algorithm takes hyperlinks of the current web page and user-specified keyword list as input as well as minsup to control the number of hyperlinks to be prefetch. Firstly it will count unique individual keywords from list of hyperlinks that matches with the user-specified list by scanning all the hyperlinks once. Then for each unique individual keyword it will compute support by scanning all the hyperlinks once and counting the number of hyperlinks that keyword appears in. Now it will create the candidate1 keyword set i.e. \( C_1 \) which will contain set of keywords of length 1 with their support value. Again for each individual keyword it will compute the \( L_1 \) i.e. Large set of hyperlinks which contains the subset of keywords from \( C_1 \) where support is greater than equal to minsup. Now by letting \( k=1 \), termination = false and \( L_{k+1}=\)empty it will create the candidate \((k+1)\) keyword set i.e. \( C_{k+1} \) by combining members of \( L_k \) by selecting and extending \( k\)-keyword set by one more keyword so that set of keywords will be unique and no keyword will repeat in each set. In addition, only consider as keywords of \( C_{k+1} \) those \( k+1 \) keywords such that every subset of size \( k \) appears in \( L_k \). It scan the hyperlinks once and compute the support for each member of \( C_{k+1} \). If the support for a member of \( C_{k+1} \) \( \geq \)minsup then add that member to \( L_k \). If \( L_{k+1} \) is empty then termination = true else \( k=k+1 \). Same steps are going to repeat if termination is false otherwise it will give \( L_k \) as output which contains set of keywords for the list of hyperlinks that are to be prefetch.

### 4.3 EXAMPLE

List of hyperlinks:
1) keyword-based semantic prefetching approach
2) keyword-based semantic prefetching
3) keyword-based semantic prefetching approach
4) keyword-based semantic prefetching approach
5) semantic prefetching approach
6) semantic prefetching
7) keyword-based prefetching
8) semantic approach
9) keyword-based semantic prefetching approach
10) keyword-based prefetching approach

Total no of hyperlinks i.e. \( m=10 \)

Unique keywords from hyperlink list that matches with the user-specified list are
1) keyword-based i.e. k
2) semantic i.e. s
3) prefetching i.e. p
4) approach i.e. a

Total no of Unique individual keywords i.e. \( n=4 \)

Minimum support i.e. minsup = 4/10 i.e. .4
Step 4:

```
<table>
<thead>
<tr>
<th>Keyword set</th>
<th>Support value</th>
</tr>
</thead>
<tbody>
<tr>
<td>kspa</td>
<td>.4</td>
</tr>
</tbody>
</table>
```

Compare support value with minsup

Step 5:

```
<table>
<thead>
<tr>
<th>Keyword set</th>
<th>Support value</th>
</tr>
</thead>
<tbody>
<tr>
<td>kspa</td>
<td>.4</td>
</tr>
</tbody>
</table>
```

Result

So hyperlinks that are going to be prefetch are given in bold and underlined i.e. only 4 hyperlinks are to be prefetch form 10 hyperlinks:

1) keyword-based semantic prefetching approach
2) keyword-based semantic prefetching
3) keyword-based semantic prefetching approach
4) keyword-based semantic prefetching approach
5) semantic prefetching approach
6) semantic prefetching
7) keyword-based prefetching
8) semantic approach
9) keyword-based semantic prefetching approach
10) keyword-based semantic prefetching approach

4.4 ADVANTAGES OF THE PROPOSED ALGORITHM

5. CONCLUSION AND FUTURE WORK

Prefetching is used to anticipate probable future requests and to fetch the most probable documents before they are actually requested. The goal of prefetching is to reduce user perceived latency on the Web. But if prefetching is not done cautiously it may further result in increases in traffic that also leads to network congestion. Thus it may decrease the bandwidth available that again increases the time required to access documents that were not prefetched. This makes the situation worse. It means prefetching is always at danger of crossing the borderline from making things better to making things worse. Thus it is required that prefetching must be done in a controlled way. In this dissertation an optimal prefetching algorithm is proposed to reduce user perceived latency time without the extraneous penalty in network load because optimal number of documents are prefetched. It relies on the keywords supplied by the user to predict user’s future requests. It considers that the hyperlinks appropriate for prefetching come from the current user page. The algorithm predicts the next user request and prefetched those referenced pages whose words in the anchor text are found in the user’s supplied keyword list. Unlike previous techniques, this approach can also prefetch web documents who are never accessed before and does not require history access of users that makes it good adaptively to the change of user surfing interests. The proposed algorithm for optimal prefetching leads to the various benefits. It reduces perceived latency time by integrating prefetching with caching. It reduces network traffic as this algorithm prefetches optimal numbers of web documents. This algorithm for prefetching uses well defined threshold to make sure that only a small number of useful documents are prefetched. Thus, it cannot get out of control and lead to traffic chaos. It prefetches only those hyperlinks that contains the maximum keywords means the future documents client will probably want to access. Thus, the risk of bringing useless documents is minimized.

6. It can be used to catch new trends immediately as prefetching is based on the relevancy of the keywords supplied by user.

7. It is beneficial for prefetching of new documents that are not ever accessed by the client means useful for even first retrieval of access of web resources.

8. Thus, the risk of bringing useless documents is minimized. It is based on the current content of the web documents so there is no requirement of maintaining past history of the users. Thus there is no overhead for maintaining past history.

9. It can be used to catch new trends immediately as prefetching is based on the relevancy of the keywords supplied by user.

10. It is beneficial for prefetching of new documents that are not ever accessed by the client means useful for even first retrieval of access of web resources.

11. The proposed algorithm for optimal prefetching leads to the following benefits:

   1) It reduces perceived latency time by integrating prefetching with caching.
   2) It reduces network traffic while using prefetching as optimal number of web documents are prefetched using this algorithm.
   3) This algorithm for prefetching uses well defined threshold to make sure that only a small number of useful documents is prefetched. Thus, it cannot get out of control and lead to traffic chaos.
   4) It prefetches only those hyperlinks that contains the maximum keywords means the future documents

   5. It is based on the current content of the web documents so there is no requirement of maintaining past history of the users. So there is no overhead for maintaining past history.
   6. It can be used to catch new trends immediately as prefetching is based on the relevancy of the keywords supplied by user.
   7. It is beneficial for prefetching of new documents that are not ever accessed by the client means useful for even first retrieval of access of web resources.

   8. Thus, the risk of bringing useless documents is minimized. It is based on the current content of the web documents so there is no requirement of maintaining past history of the users. Thus there is no overhead for maintaining past history.
   9. It can be used to catch new trends immediately as prefetching is based on the relevancy of the keywords supplied by user.
   10. It is beneficial for prefetching of new documents that are not ever accessed by the client means useful for even first retrieval of access of web resources.

   11. The proposed algorithm for optimal prefetching leads to the following benefits:
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