The Method Of Parallel Recognition And Parallel Optimization Based On Data Dependence With Sparse Matrix

Navid Bazrkar, Payam Porkar

Abstract: for application programs in scientific and technological fields have grown increasingly large and complex, it is becoming more difficult to parallelize these programs by hand using message-passing libraries. To reduce this difficulty, we are researching the compilation technology for serial program automatic parallelization. In this paper, the author puts forward a kind of parallel recognition algorithm in parallelization compiler with sparse matrix to reduce memory consumption and time complexity. In the algorithm the author adopts the idea of the medium grain parallel.

Index Terms: sparse matrix, medium grain parallel, parallel recognition, Parallel Optimization, Data Dependence

1 INTRODUCTION
In recent two decades, due to the rapid development of basic industries, computer hardware performance and software redesign level has significantly improved. For this reason, application programs in scientific and technological fields have grown increasingly large and complex. Thus, parallel computing has been one of the most active branches in the development of computer science. Furthermore, the material basis of parallel computing is the high performance parallel computer and the main task of Parallel compiler [1] is to generate parallel codes for the high-performance parallel computer, so that the performance of parallel compiler plays an important role during the high-performance parallel computer executing efficiently. With the development of parallel computer application and technology, parallel compiling system has become a very important part of system software in modern high-performance computer. For it is the most important content in parallel compiler [3] technology to auto-parallelize serial programs, more and more software designers become to pay more attention to the parallel recognition. Consequently, parallelization compiler becomes the main approach to overcome the difficulties such as programming on parallel computer and software transportation.

At the same time, it plays an important role in using the accumulated heritage of serial program over a long period of time. Furthermore, it can greatly reduce not only the burden of programmer but also the cost of parallel program development. In this paper, the proposed method of program auto-parallelization based on data dependence is a kind of implementation on serial program auto parallelization technology with sparse matrix. This method can identify the blocks in serial program that can be computed in parallel while it scans the source code based on data dependence, at the same time, it can make the serial programs to parallel execute by decomposing the serial programs into many subtasks, so that it solves the problem about the heritage of serial programs running on high performance computer. [9] In this paper we use of sparse matrix in parallel recognition algorithm for reduce memory usage.

2 PARALLEL RECOGNITION ALGORITHM
The key in auto-parallelization of serial program is parallel recognition. It is well known there is certain dependence among the various parts of a program, and the parallel computing is to execute these parts in parallel under the condition of not destroying these kinds of relationships, so as to shorten the running time of the whole program. As a result, the theory and technology on the analysis of dependence is the foundation of program parallelization, and it is also the foundation of parallel compiler. [9]

2.1 Parallel grain classification.
Parallel grain has been kept an eye in parallel recognition, and it is the premise of dependent analysis. The greater the parallel grain is, the smaller the overheads of synchronization and communication among processes after program parallelization are, and the higher the speed-up ratio in parallel is. But if we adopt greater parallel grain, the whole parallelism and running speed of program will be decreased. Parallel mechanism consists of three levels parallel grain, the coarse grain parallel, the medium grain parallel, the fine grain parallel. If the parallelizable unit is procedure, this parallel processing is called the coarse grain parallel [2]. In the same way, when the parallelizable unit is loop body that the parallel processing is called the medium grain parallel, and the parallel processing is called the fine grain parallel when the sentence is the basic element in parallel processing. After theoretically analyzing and experimenting on parallel grain, we have a conclusion that
the medium grain is the best selection in parallel computing. The one is that adopting coarse grain parallelism can reduce the synchronization overheads and the difficulties of data-dependent recognition, but it can restrict the degree of program parallelization, the other is that adopting fine grain parallelism can improve the degree of program parallelization, but it not only can increase the synchronization overheads but also can make the difficulties of data-dependent recognition larger. Therefore, the author pays attention to the parallel recognition and the parallel processing among blocks of serial program.[10]

2.2 The basic concept involved

2.2.1 Several definitions.

Definition 1 Dependence: In the program, if event or action A must take place before event or action B takes place, we say that event or action B depend on event or action A, and this relationship is called dependence relation or dependence. Dependence relation is usually divided into two types that are control dependence and data dependence. Control dependence often leads to that the program will change its executing sequence; otherwise data dependence is caused by reading or writing the same data. Because of the major factor that impacts program parallelization is data dependence, the dependence referred in this paper is usually data dependence.

Definition 2 Blocks: Blocks is the program element that there is only one entrance and only one exit. The character of the blocks is that the whole codes of blocks either must be executed or must not be executed [1]. In other words, during the process of running the blocks, transfer-out or transfer-in is not permitted. In this paper we use the symbol just like Bi to represent the blocks.

Definition 3 Dependence of the blocks: Assuming Bi and Bj are all blocks, if there is at least one of the output variables of Bj belongs to the input variables of Bi, or there is at least one of the output variables of Bi belongs to the input variables of Bj, we say that Bi is relevant to Bj, and this relationship of Bi and Bj is denoted as data dependence or dependence[5].

2.2.2 The data structures needed in establishing mathematical model.

Input Variable Matrix Mi : The input variable matrix Mi is a n×m matrix, the row of Mi is composed by blocks Bi (i=1,2,3…n) that are identified in the serial program, and the column of Mi is composed by variables aj (j=1,2,3…m) that are referred in the serial program. The matrix Mi describes whether the variable aj belongs to the input variables of Bi The value of Mi is: All tables and figures will be processed as images. You need to embed the images in the paper itself. Please don’t send the images as separate files.

\[
Mi(i,j) = \begin{cases} 
0, & a_j \notin Bi\\ 
1, & a_j \in Bi\end{cases} 
\]

(1)

Where Bi is the set of the input variables Bi

Output Variable Matrix Mo :

The output variable matrix Mo is a n × m matrix, the row of Mo is composed by blocks Bi (i=1,2,3…n) that are identified in the serial program, and the column of Mo is composed by variables aj (j=1,2,3…m) that are referred in the serial program. The matrix Mo describes whether the variable aj belongs to the output variables of Bi. The value of Mo is:

\[
Mo(i,j) = \begin{cases} 
0, & a_j \notin Bi\ 
1, & a_j \in Bi\end{cases} 
\]

(2)

where Bi o represents the set of the output variables of Bi.

Dependence Matrix Md :

The matrix Md is a n×n matrix, and its rows and columns are all composed by blocks. The matrix Md describes whether the relationship of Bi and Bj is dependence. Then

\[
Md = \begin{cases} 
0, & n(n > 0)\ 
1, & n(n = 0)\end{cases} 
\]

(3)

If the relationship of Bi and Bj is dependence, Md (i,j) = n, otherwise, Md (i,j) = 0.

Dependence Variable Matrix Mc :

The matrix Mc is a n×n matrix, and its rows and columns are all composed by the blocks. The matrix Mc lists the whole variables referred at the same time in Bi and Bj. So that is

\[
Mc(i,j) = \begin{cases} 
0, & Bi \notin Bj\ 
1, & Bi \in Bj\end{cases} 
\]

(4)

where Mc (i,j) = 0 represents that Bi and Bj is independence, once the relationship of Bi and Bj is dependence, the label of the variables referred in Bi and Bj will be saved in Mc (i,j). If dependence exists between the blocks Bi and the blocks Bj, the blocks Bi and the blocks Bj cannot be parallel processing. According to the definition of dependence, we can demonstrate this conclusion easily.[10]

2.3 Algorithm description

It is clear that if dependence exists between the blocks Bi and the blocks Bj, Bi and Bj cannot be executed parallel. Therefore, the main idea of this algorithm is discriminating whether dependence exists among blocks. According to the proposed definitions and conclusions, we know that the dependence discriminations of blocks can be realized by inquiring the proposed matrixes. Furthermore, inquiring the dependence variable matrix Mc, we can get the information of those shared variables of blocks, whose relationship is dependence.[9]

Step 1 Take source program as input, identify the blocks and sign the labels for blocks along their order such as B1 ... Bn.

Step 2 Scan the variable table produced in compiling, build n × m input variable matrix Mi in accordance with the quantity of blocks and the quantity of variables that are saved in
variable table, where \( n \) represents the quantity of blocks and \( m \) represents the quantity of variables.

**Step 3** Scan the variable table produced in compiling, build \( n \times m \) output variable matrix \( M_o \) in accordance with the quantity of blocks and the quantity of variables that are saved in variable table, where \( n \) represents the quantity of blocks and \( m \) represents the quantity of variables.

**Step 4** According to the formula \( M_d = M_i \times M_o^T \) to build \( n \times n \) dependence matrix \( M_d \).

1. \( A = 0 \)
2. for (\( i=1; i=n; i++ \))
3. for (\( j=1; j=n; j++ \))
4. for (\( k=1; k=m; k++ \))
5. \( A=A+ M_i (i,k) \times M_o (j,k); \) end for;
6. \( M_d (i,j)= A; \) end for;
7. \( A=0; \)end for;
8. end for;

**Step 5** Build \( n \times n \) dependence variable matrix \( M_c \).

1. for (\( i=1; i=n; i++ \))
2. for (\( z=1; z=n; z++ \))
3. for (\( j=1; j=m; j++ \))
4. if\( M_i (i,j) \times M_o (z,j)=1 \)then \( A[j]=1 \) else \( A[j]=0; \)end if;
5. \( M_c (i,z)= A[m]; \)end for;
6. \( A[m]=0; \)end for;
7. end for;

**Step 6** Inquire \( M_d \), if \( M_d (i,j) > 0 \) (\( i=1,2,...,n; j=1,2,...,n \)) data dependence exists between \( B_i \) and \( B_j \), or \( B_i \) and \( B_j \) can run in parallel.[9]

### 2.4 Example of the algorithm

We use an example to demonstrate the above parallel recognition method. There is a program segment such as:

\[
y=1;
\]
\[
t1: \text{if } a \& \& b \text{ then } x=0;
\]
\[
\text{else } y=0;
\]
\[
x=x+1;
\]
\[
y=y-1;
\]
\[
\text{While ( } x + y > 0 \) \\
\text{\{x=x-1 ;\} \\
z=0;
\]

**Step 1**: The blocks recognized are:

\( B1 : y=1; \) \( B2 :a \& \& b \) \( B3 :x=0; \) \( B4 :y=0; \) \( B5 :x=x+1; y=y-1; \) \( B6 : x + y > 0 \) \( B7 : x=x-1 \) \( B8 :z=0; \)

**Step 2**: Build \( M_i, M_o \) and \( M_d \), inquire \( M_d \) and get the conclusion of dependence among the blocks.

Table 1. \( M_i \) and \( M_o \)

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>a</th>
<th>b</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>B1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>B2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>B3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>B4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B5</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>B5</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B6</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>B6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B7</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>B7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>B8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The left is the input variable matrix \( M_i \), the right is the output variable matrix \( M_o \)

Table 2. \( M_d \) (dependency matrix)

<table>
<thead>
<tr>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>B4</th>
<th>B5</th>
<th>B6</th>
<th>B7</th>
<th>B8</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The result is that there are data dependence between \( B5 \) and \( B1, B3, B4, B5, B6, B7 \), so they cannot be computed in parallel. Similarly, \( B6 \) cannot execute when one of \( B1, B3, B4, B5, B7 \) is running and \( B7 \) can also not run when one of \( B3, B5, B7 \) is running. It is clear that the result is the same as the result by manual analysis. Scheduling overheads and communication overheads the author presents many simple strategies.[10]

### 2.5 Disadvantages of the proposed algorithm

Because the matrix element, are mostly zero in large scale program, for this reason to reduce memory consumption, we use the sparse matrix.

### 3. Convert to sparse matrix

In this method, first we Convert \( M_i \) and \( M_o \) Table to sparse matrix (blocks \( B_i \) (\( i=1,2,3...n \)) that are identified in the serial program and variable a is 1, b is 2..., z is 5):

Table 2. \( M_i \)

<table>
<thead>
<tr>
<th>block</th>
<th>variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>B2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>B2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>B5</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>B5</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>B6</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>B6</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>B7</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>
Then we compare the block in Mi and Mo matrix, if exist a same block in Mi and Mo matrix, then we compare the variable in Mi and Mo matrix, if exist a same variable in Mi and Mo matrix then we conclude dependence exists between the blocks Bi and the blocks Bj, Bi and Bj cannot be executed parallel.

For this compare we use of following code:

```c
for (int i=0 ; i<=6 ; i++)
for (int j=0 ; j<=6 ; j++)
if ( A[i][j] == B[i][j] ) { 
    Z[i][0]=A[i][j]; /output
    Z[i][1]=B[i][j]; /output
    Z[i][2]=1; /output
    x++ ;  }
```

### 3.1 New Dependence Matrix Md:

The matrix Md describes whether the relationship of Bi and Bj is dependence. For example; between B5 in Mi block and B1 in Mo block exist a dependence, and these blocks con not be executed parallel.

#### Table3. Mo

<table>
<thead>
<tr>
<th>block</th>
<th>variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>B3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>B4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>B5</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>B5</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>B7</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>B8</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>

### 5. Conclusion

In this paper, the author presents a kind of parallel recognition algorithm to realize automatic parallelization of serial program in parallelization compiler. This algorithm partitions serial program into many blocks and in according with the conditions of the variables referred in blocks, the algorithm can decide whether data dependence exists among the blocks, so that it can recognize the basic units that can parallel compute in medium grain parallel[6]. To implement the algorithm, the author builds four simple matrixes. By matrix operation such as matrix transposition and matrix multiplication, the algorithm can decide the relationship among the blocks [10]. So that, to reduce memory consumption and time of processing, we use the sparse matrix and after that we compare two matrixes for realize dependence exists among blocks. This method in mentioned situation can reduce time complexity and memory consumption.

### 4. Parallel Optimization

in [9] the authors used three loop (O(n³)) for construct Md matrix, but we use two loop (O(n²)) for construct Md matrix, the best situation will be when the total numbers in sparse Mi matrix is lower the \(n^m\) and Mo matrix is lower the \(m^k\), assuming that the Mi matrix is N×M and the Mo matrix is M×K,

#### Table4. output code Md matrix

<table>
<thead>
<tr>
<th>Mi blocks</th>
<th>Mo blocks</th>
<th>Value</th>
<th>variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>B5</td>
<td>B1</td>
<td>1</td>
<td>y</td>
</tr>
<tr>
<td>B6</td>
<td>B1</td>
<td>1</td>
<td>y</td>
</tr>
<tr>
<td>B5</td>
<td>B3</td>
<td>1</td>
<td>x</td>
</tr>
<tr>
<td>B6</td>
<td>B3</td>
<td>1</td>
<td>x</td>
</tr>
<tr>
<td>B7</td>
<td>B3</td>
<td>1</td>
<td>x</td>
</tr>
<tr>
<td>B5</td>
<td>B4</td>
<td>1</td>
<td>y</td>
</tr>
<tr>
<td>B6</td>
<td>B4</td>
<td>1</td>
<td>y</td>
</tr>
<tr>
<td>B5</td>
<td>B5</td>
<td>1</td>
<td>x</td>
</tr>
<tr>
<td>B6</td>
<td>B5</td>
<td>1</td>
<td>x</td>
</tr>
<tr>
<td>B7</td>
<td>B5</td>
<td>1</td>
<td>x</td>
</tr>
<tr>
<td>B5</td>
<td>B5</td>
<td>1</td>
<td>y</td>
</tr>
<tr>
<td>B6</td>
<td>B5</td>
<td>1</td>
<td>y</td>
</tr>
<tr>
<td>B5</td>
<td>B7</td>
<td>1</td>
<td>x</td>
</tr>
<tr>
<td>B6</td>
<td>B7</td>
<td>1</td>
<td>x</td>
</tr>
<tr>
<td>B7</td>
<td>B7</td>
<td>1</td>
<td>x</td>
</tr>
</tbody>
</table>

4. Parallel Optimization

In [9] the authors used three loop (O(n³)) for construct Md matrix, but we use two loop (O(n²)) for construct Md matrix, the best situation will be when the total numbers in sparse Mi matrix is lower the \(n^m\) and Mo matrix is lower the \(m^k\), assuming that the Mi matrix is N×M and the Mo matrix is M×K,
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