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Evolutionary Algorithms For Neural Networks
Binary And Real Data Classification
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Abstract: Artificial neural networks are complex networks emulating the way human rational neurons process data. They have been widely used
generally in: prediction, clustering, classification, and association. The training algorithms that used to determine the network weights are almost the
most important factor that influence the neural networks performance. Recently many meta-heuristic and Evolutionary algorithms are employed to
optimize neural networks weights to achieve better neural performance. This paper aims to use recently proposed algorithms for optimizing neural
networks weights comparing these algorithms performance with other classical meta-heuristic algorithms used for the same purpose. However, to
evaluate the performance of such algorithms for training neural networks we examine such algorithms to classify four opposite binary XOR clusters and

classification of continuous real data sets such as: Iris and Ecoli.

Index Terms: Atrtificial neural networks, Classifications, Evolutionary algorithms, Population-based algorithms, Meta-heuristics techniques, and

Optimization.

1 INTRODUCTION

Artificial Neural Networks (ANNs) are complicated networks
emulating the way human rational neurons process data. They
have been widely used in many life applications such as:
classification [1], image recognition and processing [2], data
mining [3], and robotics [4]. The most important issue related
to this concept is how to train the networks to give the right
solution with the most optimized weights. Training of ANN is
the process of adjusting the interconnection weights of the
neurons. One of the most popular training algorithms is the
Back-Propagation algorithm (BP), this algorithm has been
extensively used for the network training purpose. However, it
seems to be suffering from multiple problems such as easy fall
into local minima, and its low convergence speed [5]. Many
attempts have been made to improve the performance of BP,
while other just used meta-heuristic and evolutionary
algorithms to replace BP algorithm in the training phase.
Therefore, many meta-heuristic algorithms have been
developed and applied to rise the performance of the training
process such as: Genetic Algorithm (GA) [6], Simulated
Annealing (SA) [7], Particle Swarm Optimization (PSO) [8],
Artificial Bee Colony (ABC) [9], Differential Evolution Algorithm
(DEA) [10]. This paper aims to optimize NNs weights using
recently proposed meta-heuristic algorithms such as; Multi-
Verse Optimizer (MVO) [11], Symbiotic Organisms Search
(SOS) [12], Stochastic Fractal Search (SFS) [13], Novel Bat
Algorithm (NBA) [14], and Bird Swarm Algorithm (BSA) [15],
comparing them with other well-known classical algorithms
abundance used in this field. Two classification experiments
have been «carried out for testing these algorithms
performance training ANNs, the first experiment uses a binary
input data for classification four different XOR problems
clusters, while the second experiment are used to classify real
input data such as Iris and Ecoli data sets.
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2 MuLTI-LAYER PERCEPTRON

Multi-layer Perceptron Networks (MLP) are the most popular
feed-forward supervised ANNs. They essentially, consist of a
single input, output layer, and one or more hidden layers. One
hidden layer is usually sufficient to solve almost all types of
problems. Using two hidden layers rarely improves the
network performance, and it may leads for converging to a
local minima. All hidden and output nodes are composed of
neurons which represent the processing element of the layer.
Each layer is fully connected to the next layer input and it
consists of multiple neurons varies depending on the problem
it solves. Each processing element consist of a summation
and an activation function. Fig.1 shows a single neuron
processing element. usually each processing layer have the
same activation function for all of its elements, neurons may
have a linear identity function or nonlinear activation function
such as hyperbolic tangent, logistic and Gaussian function.
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Fig.1. single neuron processing element

Using too many neurons in the hidden layer could result in
over fitting problem, which occurs when the ANN has too
much information and the amount of input data patterns
information is not enough to optimize all the neurons weights
in the hidden layers at the proposed time. Another problem
occurs when the training data set is sufficient, but the amount
of training time rise to the point that it is impossible to
sufficiently train the ANN. Therefore, some compromise must
be reached between too many and few neurons in the hidden
layers, another compromising method using regularization the
network by modifying the performance function, which is
normally chosen to be the mean square error of the network
on the training set. Once the number of neurons in hidden
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layer, has been selected, the network's weights must be
optimized to minimize the error made by the network. This is
the role played by the training algorithms [16]. Fig. 2 shows a
typical fully connected single hidden layer ANN with input and
output layer in which each connection line represents a weight
that must be adjust to adapt the suitable value to get the
minimum mean square error.
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Fig. 2. fully connected single hidden layer ANN

3 META-HEURISTIC ALGORITHMS

The Greek words “meta” means after or beyond, while
“heuristics” means to find or discover. The term meta-heuristic,
can be defined as procedures that guide heuristics techniques
in search space domain. While, most of the heuristic
techniques are approaches to find optimal or near optimal
solutions in a rational computational cost without a guarantee
to find an optimal value. Meta-heuristic can be an effective
ways to produce suitable solutions by trial and error to a
difficult problem in an accepted time. The goal of the meta-
heuristic procedures is to improve the efficiency of the
heuristic algorithms. The difficulty of the problem of interest
makes it impossible to search every possible solution.
Therefore, it is required to find a good feasible solution in an
acceptable processing period. In meta-heuristic techniques
there are no assurance that the best solution can be found
using these methods. Techniques which establish meta-
heuristic algorithms range from simple local search
procedures to complex learning processes [17]. They may
include mechanisms to escape from getting trapped into local
minima of the search space to a global optima. Meta-heuristic
algorithms can be classified according to the number of
optimal solutions found at the same time. A single solution
methods called trajectory algorithms which are based on a
single solution at any time. While, multi solution methods
called population-based algorithms perform search with many
initial points in a parallel style. Swarm intelligence algorithms
represent an important population based meta-heuristic
algorithms. These algorithms include simple particles or
agents cooperating locally with each other depending on their
environment. Each particle follows one or multiple number of
simple rules that always modify the best obtained solution
towards the optimum one without any centralized controlling in
these agents performance. Accordingly, local and random
interactions among these particles are directed to an intelligent
global behavior. All meta-heuristic algorithms required a
dynamic tradeoff between diversification and intensification, in
other words using a certain tradeoff between local search and
global exploration in a way that each particle improves its
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performance by cooperate with other agents, transferring
information to other particles, and compete with other particles
to survive [18].

4 EVOLUTIONARY ALGORITHMS NEURAL

NETWORKS WEIGHTS OPTIMIZATION

This paper emulate and compare the performance of ten
evolutionary population based algorithms using MATLAB 2013
for training ANNs, some of these algorithms are very well-
known and have been previously used for ANNs training, such
as: PSO, and GA Other algorithms are recently proposed and
rarely used with NNs weight optimization such as: SOS, and
SFS. Other algorithms are programmed for training neural
network for the first time in this paper such as: Chicken Swarm
Optimization (CSO) [19], NBA, MVO, Moth-Flame Optimization
(MFO) [20], and States of Matter search algorithm (SOM) [21].
All these algorithms are implemented and simulated using
MATLAB. In general, we have considered the weights of ANNs
are a vector in the population particle matrix, in which each
particle represents a number of candidate solutions equal to
the number of population to minimize the Mean Square Error
(MSE) which represents the objective or cost function of the
ANN. The number of weights will represent the problem
dimension, initial weights are generated randomly, and the
search space scope of the problem were bonded between
minimum and maximum values. The general training pseudo
code can be described as shown in table 1 below, while the
corresponding training flow chart is shown in fig. 4.

FOR

TABLE 1
EVOLUTIONARY ALGORITHMS TRAINING ANNS PSEUDO CODE

1:Initialize algorithm general parameters.

2: For epoch=1zycle

3: Fandoemly initialize population particles as a candidate selutions.

4:  Fori=lyopulition size

5: Ewaluateeach particle MSE.

6: Endjori

7:Ewaluate the minimum MSE and indicate its corresponding particle
global best.

8. For seration=1max imum feration

9. For i=1pop wation size

10 Funthe optimization al sprithm on each individual particle

and update them.
11: Evaluate new min M3SE and its comrespending new global
best.

1 Ifmew min MSE < sinimum MSE

13 Update global best particle, and Minimum MSE

14 Endif

13 Ifmmimur MSE < error goal

16: Save global best as the best selution. and the minimum MS5E.

17 Terminate the cperation

138 End if

1. End for ii

20:  End for iteration
21:  Sawe the best solution obtained comesponding to the current epoch.
22:End forepech.

For all used algorithms we have evaluate MSE using 30
particles population size, 10 epochs, 200 iterations for each
epoch, hyperbolic tangent activation function for hidden layer,
and log sigmoid for the output layer. Table 2 shows the
examined algorithms parameters. This paper have considered
two experiments for ANNs training using mentioned
algorithms; the first experiment records the classification rate
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of XOR problem with four clusters, 100 instances for each
class, and three attributes, fig. 4 shows the XOR four opposite
binary classes problem. In the second experiment we have
classified iris real data set for the first case, which consist of 3
classes, 50 instances for each class, and 4 attributes, while
the second case classified ecoli continuous data set with 8
classes, 336 instances, and 7 attributes. In both experiments
we have train the ANN with the minimum required hidden
neurons in the hidden layer to perform the higher classification
rate. For both experiments we have divided the input data set
patterns into two sets, the first subdivided data set consists of
90% of the total data set patterns which are used for training
purpose, while the remaining 10% of data set patterns are
used for testing the trained network. So that we could discover
any over fitting in the training process. The first experiment
required 6 boundary decisions, which means 6 hidden
neurons, each neuron represents a boundary decision, while
the second experiment we have used 3 hidden neurons for iris
classification and 4 hidden neurons for ecoli data set.
Recording the Average Classification Rate (ACR), Average
Training Mean Square Error (ATRMSE), Average Testing
Mean Square Error (ATEMSE), Average Error between MSE
of Training and Testing data sets (AETT), and the Average
Processing Time (APT) in seconds for both of the
experiments.
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Fig. 3. NNs general training flow chart with population based
evolutionary algorithms.
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Fig. 4. XOR four classes problem
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TABLE 2. USED ALGORITHMS AND THEIR PARAMETERS.

Nao. Als Aleorithms paramstars

The Faquency of birds flight behaviors]10, coznitive accelaratzd coefBoients o=e= 1.5, indirset and direct 20t on the birds

- Bia wigilancs behavioa=a= 1, population size= 30, maxinmm itemtions= 2.
2 CE0 Foostars perant= (.15, hens percent=1].7, mother henz Percent= (.5, population size= 3, maxinmm iterations= 200.
3. DEA Mutahion factor= 0.3, crossover mte= 09, population size= 30, maxirmm iterations= 200.
4 GA Mutation rate== 0.2, fraction of populatiore 0.5, cross over type singlz point, popelation size= 30, maxinmm itzmtions= 2.
Upper bound of the ssarch scope =maxinmm of szarch space ransz, lowsar bovnd of the s=arch scops=mininmm of s=arch space
3 BLO range accelembion cosfficients o=c= 2. Inartia waght 13 bme varang linsar decreazing,. Mamnmm and memnrmminerba waght ars
0.9 and 0.4, population siz==30, maxinmmiterations= 200..
P VO hininwm wonmholz emistence probabilit= 0.2, maxinom wormhols sxistence probabilit= 1, popelation siz== 30, maxnowm
- - it=ratione= 200.
Wizamal and munimal pulserate are 1 and ) raspactively, maximal and mimmal fequency are 1.5 2nd O raspactively, maximal and
minimal lovdness are 2 and | mepectively, zamma = 0.9, dpha = (.55 The fequancyof vpdating the lovdnas s and pulse semizssion
T NBA ratz= 1{), the mamimal and mimmal probabiliby of habitat 2 dection are 0.0 and 0.6, The maximal and minimal compensation ate for
Doppler 2ffzet in achoss are 0.9 and 0.1 the maximal and minimal contraction cosfficient are land (.5 the maximal and minimal
ineriia waight are 0 9 and (.3, popelation size= 30, maxinmmiterations= 200
8 SF& MMamum difusion = 2, wall=1, popeltion siz==3{, maamum iteralion==200.
2 SOM Gas pha= 1, movement= [09, 0.5, 0.1], collides =[0.3, 0.03, (], randone= [0.9, 0.2, 0], percent of phases =[0.5, 0.1 -0.1], adjust
; T parameter = [(.83 (.33 (.1], popelation sive=3{, mamnmmitemations=200.
10. 208 Population size= 3{), maxinmm itarationz= 200.
5 EXPERIMENTS AND RESULTS TABLE 4. ALGORITHMS PERFORMANCE FOR IRIS CLASSIFICATION
Table 3 shows the first experiment population based
algorithms performance training NN consisting of 3 input, 6 Az ATEMEE ~ ATEMSE ~ AETT  ACR%  APT{s=r)
hidden, 2 output neurons for classification of four clusters XOR  czo 0.006 0.102 0013 e 419
problem, with 400 total input patterns divided into 360 training  ga 0086 0087 0010 5503 168
patterns and 40 testing patterns, Fig. 4 shows the AB,C.D s D074 0TS pooT 210 110
XOR_ cIusFers s.preladlng in the search _space, we have used ... 0 0.108 2010 11 39
tan sigmoid activation function for the hidden layer and the log . - 510 - .
sigmoid for the output layer. o - - - =
O 0.0e5 098 HTHE] TROT 227
TABLE 3. ALGORITHMS PERFORMANCE 1ST EXPERIMENT FE 0.0e3 o83 oole 221l 13.02
S0 0034 003 0010 B T4 164
Al ATEMSE ATEMSE AETT ACR Y APT{sec) 08 0059 0060 0000 0541 B.60
e 1] 0184 0 167 OO Gt OB 601
Ga 0.053 D3 0.003 gl 440 Table 4 has been shown that SOM has gotten the minimum
MFO 0.083 QEs 0.003 PLT5 T ACR, ATRMSE, ATEMSE, and AETT with relatively low
MVo ol ol ooz A557 317 average processing time 2.64 sec. Table 5 stands for the
NEA 018 olss oine 2o 34 classification of ecoli real data set which consists of 336 input
50 0173 oI 0004 ss 339 patterns divided into 302 training patterns and 34 testing, to be
SFE o.Le2 ooes o.ooa #3130 1822 classified into 8 classes using NN of 7 input, 4 hidden, and 3
SOM - DME L0z 0.002 5738 344 output neurons with tan sigmoid activation function for hidden
508 0073 D076 00 o047 12524

layer and log sigmoid for output layer. Table 5 shows that SOS
) has gotten the highest ACR, but with relatively high processing
From table 3 we have seen that SOS algorithm has gotten the  {ime " the lowest error between training and testing recorded

highest ACR with 99.47% with relatively high processing time according to MVO algorithm, SOM has gotten the lowest
equal to 12.94 sec, while SOM algorithm has gotten the ATRMSE.

minimum ATRMSE, ATEMSE, and AETT with relatively low
processing time 3.44 sec and high classification rate 97.47
which makes her the best training algorithm for classification
XOR problem. Table 4 shows the 2" experiment that classifies
150 input iris real data patterns, 135 for training and 15 for
testing into three clusters, using a network of 4, 3, 2 input,
hidden, output layer neurons respectively with tan sigmoid
activation function for hidden layer, and log sigmoid for output
layer.
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TABLE 5. ALGORITHMS PERFORMANCE FOR ECOLI CLASSIFICATION.

Als ATEMEE ATEMEE AETT ACR % APT{zac)
SEQ nlle o124 01T G326 506
Ga o4 0102 D018 T440 326
MFO DD 0087 0014 T447 195
MVO 0123 o124 0013 64 87 420
NEA D101 O 108 0014 033 326
D D11l o114 D017 GRT 183
EF: noEe o004 0014 TRl 1661
S0M 008D 0.005 0022 TEIR 310
205 DOEL 0.087 0015 ElL1g 115

Figures 5, 6, and 7 show the convergence curves of the
applied algorithms for XOR, iris, and ecoli classification
respectively.

Eedari

Fig.5. XOR classification algorithms convergence curves.
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Fig. 6 Iris classification algorithms convergence curves.
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Fig.7. Ecoi classification algorithms convergence curves.

Figure 5, 6, 7 show that SOS algorithm has gotten the faster
convergence curve to an acceptable solution, while SOM
curve converge to the minimum MSE value at the end of
iterations and for both of experiments.

6 CONCLUSION

This paper performs the classification of 4 clusters XOR, iris,
and ecoli data sets using ANNs trained with recently proposed
evolutionary population based algorithms compared with other
classical algorithms like PSO and GA. The results have shown
that the performance of these algorithms depend on the
parameters of these algorithms and network structure, some
algorithms have gotten highest classification rates but with
relatively high processing time such as SFS and SOS
algorithms, other algorithms have acceptable classification
rates with low average processing time such as SOM. SOS
algorithm has the faster convergence curve, while SOM has
the lowest one. However, the obtained results shows that the
performance of the new proposed algorithms is better than
other classical ones.
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