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Abstract: Today, many educational institutions suffer from the issue of dropping out students, failing students, recognize poor students because of the lack of a proper framework for assessing and tracking the success and performance of students. This is one of the main challenges of the educational institution, since predicting the performance of students is difficult due to vast volumes of data in educational databases. Predicting student’s performance at an educational institution is mostly useful in helping the institute management to make strategy and decision making related to improving student performance. Data Mining is one of the efficient methods for predicting student’s performance in large educational databases. Data Mining is applied in the field of education to predict student’s performance. Different data mining methods and techniques are used for predicting student’s performance. This paper present a literature research on data mining methods used to predict student’s performance from 2002 to 2020. This paper reviews work done by different researcher to predict student’s performance in all perspective. This paper also discusses commonly used attributes in different research for the student performance analysis.
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1 INTRODUCTION
The standard of any university institution depends on its student's academic achievement. Therefore, the performance of the students is very essential for the institute. Student performance can be assessed by previous academic record, financial, social and other factors. The educational institution has to maintain records of the students resulting in a large database. Analyzing such massive data presents significant challenges for educational institutions to predict student’s performance [1]. Data mining is a popular method for analyzing large amounts of data in the present day. It is the process of uncovering hidden patterns from huge volume of data. Data Mining has the potential to predict student success from a large amount of educational databases. Recently Data Mining has been applied to student performance analysis in an educational institution. It's called educational data mining. Educational data mining techniques are the most powerful tool for forecasting student performance [2], [3], [4]. Educational data mining predicts the performance of students from vast educational datasets. Educational data mining has the potential to benefit both learners and educators. By predicting student performance academic institutions can tracked the student’s progress and analyze their performance and planned policies for the future related to student performance. Educators could classify poor students and help the institute for building strategy to improve the performance of the students. Also learners can achieve better score and improve their learning skills and then increase efficiency of the teaching process.

2 MODEL FOR PREDICTING STUDENT PERFORMANCE
The system for predicting student performance using data mining is shown in fig.1.
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Throughout this system, the academic institutions have students record as course information, co-curriculum information and other data for their students. Such academic data set has to be pre-processed before data mining is implemented and then data mining methods used to forecast student performance. And this predicted information is provided to educators so they can make performance improvement techniques and decision-making relevant to
the students. And also present this information in the form of advice to students to enhance future results.

3 ATTRIBUTES USED IN PREDICTING STUDENT’S PERFORMANCE

The two main factors used to predict student performance are the attributes and prediction methods [5]. In this section we will discuss about the attributes used to predict student performance. We'll discuss about prediction techniques in the next section. Table 1 provides a list of common attributes, along with methods used to predict student’s performance.

| Table 1: List of common attributes used for predicting student performance. |
|---------------------------------|----------------|----------------|
| **Used attributes**             | **Reference No.** | **Data Mining task** |
| CGPA                            | [6],[8],[9],[10],[11],[12],[14] | Decision tree, Neural network, naïve bayes |
| Assessments, quizzes, marks, lab work, attendance, class test | [7],[8],[10],[14],[15],[16] | Decision tree |
| Gender, age, family background, disability | [13],[16],[11],[17],[18],[8] | Decision tree |
| Final exam marks | [10],[15],[19],[20],[17],[8] | Decision tree |
| Extra-curricular activities | [10],[16],[7],[8],[21] | Decision tree |
| High school background | [17],[18] | Decision tree |
| Social interaction network | [22],[19],[23] | Decision tree |
| Psychometric factor | [24],[25],[21] | Decision tree, Neural network, k-Nearest Neighbor |
| Pre-admission tests | [27],[26] | Neural network, decision tree, support vector machine, naïve bayes |

It is shown in [5] that student CGPA and internal assessment are the attributes most commonly used in student performance prediction at institutions. CGPA has been used by the researchers in [6],[8],[9],[10],[11],[12] as the prime attributes for predicting student performance. This is because CGPA provides the true values of education and career opportunities for the students [13]. It is shown that student attendance and CGPA attributes with student performance have a strong impact [14]. Assessment, quizzes, laboratory work, attendance, class test marks all attributes are often called internal assessment and often used by researchers to predict student performance [7][8][10][14][15][16]. Student demographics include gender, age, family history, disability [13],[16],[11],[17],[18],[8], and external assessments including final examination grade are the next most frequently used attribute for student performance prediction [10][15][19][20][17][8]. It is noted that many researchers use the gender factor, since male and female students have different learning processes [13]. Next, Extra activities[10],[16],[7],[8],[20] high school background[17],[18] and social interaction networks[22],[19],[23] are the three attributes often used in predicting student performance. Several researchers also use psychometric variables such as student interest, student attitude, commitment time and family support for student performance prediction [24],[25],[21]. M.Mayilvaganan and D.Kalpanadevi [7] made study and found that performance of students can be assessed by their personal interest and behaviour. In another analysis there are also several researchers who have found pre-admission test score in universities for student performance prediction [27],[26].

4 METHOD USED FOR PREDICTING STUDENT’S PERFORMANCE

Predictive data mining technology is used to forecast student success in academic institutes. Classification, regression, and categorization are predictive tasks. Many Data Mining classification techniques are available for classification tasks. Decision tree, Neural Network, Naïve Bayes, Support Vector Machine and K-Nearest Neighbor are mostly used for student performance prediction classification techniques.

4.1 NEURAL NETWORK

Neural networks are popular methods used to predict performance of students. Neural networks process data in the same way as human brain does. Neural networks are a group of interconnected nodes. This group of nodes in a neural network is similar to the way neurons are in the brain. Researcher published several papers using a neural network to predict the success of students. Wang and Mitrovic [30] predict student performance using feed-forward network, with four inputs, a single hidden layer, and a single output with high accuracy. Arsalad et al. [28] predict academic success of engineering background students on CGPA attributes at semester eight based on results of fundamental subjects in the earlier semester and conclude that fundamental subjects at earlier semester have high influence in the final CGPA upon graduation. Some researchers used several methods and comparing results [7],[29],[25],[27]. The researcher used multilayer perception for neural network on pre-admission test attribute data and achieved higher accuracy compared to Decision Tree, Support Vector Machine and Naïve Bayes techniques [27].

4.2 DECISION TREE

One of the most common methods in predicting student success is the decision tree. The decision tree is a system similar to a flow-chart it has a root node, branches, and leaf nodes. Internal nodes denote a test on an attribute, branch denotes a test outcome, and each leaf node carries a class label. Many researchers used decision tree as their method to evaluate student performance because of its simplicity and comprehensibility in uncovering small and broad data structures and forecasting the value [8]. Quadr and kalyankar [31] uses J4.8 algorithm on WEKA software and analyze the academic performance of graduate students on CGPA basis and estimate the list of students who are likely to drop out college because of poor performance. Mishra et al. [21] uses two algorithms J48 and Random Tree implemented on WEKA software for measures the performance of MCA third semester students. Elakia et al. [16] uses various Decision Tree algorithms implemented on Rapid Miner to predict behavioural patterns of the high school students. Researcher discovers individual student characteristics that are associated with their success [1]. Anuradha and Velmurugan [32] include works of prediction
of the performance of students in end semester university examinations and present report that state the decision tree presents rules that can be clearly understood and interpreted by the user and that work well for categorical and numerical features and does not require complicated data planning. Migueis et al. [6] predict student’s overall academic performance using the information available at the end of the first year of students’ academic career. Researcher predicts the success rate of students enrolled in their courses [8]. In [27] research work includes predict applicant’s academic performance at university.

4.3 NAÏVE BAYES
Naïve bayes relies on Bayes’ theorem of probability to forecast the class of unknown data sets assuming the presence of a particular feature in a class is unrelated to any other feature being present. Naïve Bayes forecasts different class probability based on different attributes. Dorina Kabakchieva [33] said that due to simplicity, efficiency, very good performance and fast to predict many researchers chooses this technique to make a prediction. The researchers uses naïve bayes methods along with several others methods and compare results to find most efficient prediction method in prediction of student performance [7][6][29][25][27].

4.4 K-NEAREST NEIGHBOR
K-Nearest Neighbor is a classification technique based on feature similarity. It predicts the classification of a new object based on how closely out of sample features resemble training set. The research paper used K-Nearest Neighbor to predict performance of the students [25][7][33][32][29]. Marbouti et al. [29] state that K-Nearest Neighbor shown higher overall accuracy for predicting students who have passed the course compared to other methods; however, K-Nearest Neighbor performs poorly in correctly identifying students at risk.

4.5 SUPPORT VECTOR MACHINE
The purpose of this classification technique is to construct a hyperplane in an N-dimensional space (N — the number of features) that classifies the data points distinctly based on their classes. By constructing a hyperplane which has the maximum distance between data points in both classes, it separates the two classes in data points. Support Vector Machine has been used by few researchers as their tool for predicting student success. In research [24] Smooth Support Vector Machine is used which is Support Vector Machine’s further development to predict the final grade of the student and state that Smooth Support Vector Machine is faster than other methods and has better generalization capability. In [6][29][25] Support Vector Machine is used for forecasting student success with other classification techniques. Authors use the above classification methods, are summarized in the table below.

### Table 2: Classification methods used by authors

<table>
<thead>
<tr>
<th>Author</th>
<th>Classification Methods used</th>
<th>Published Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arsad et al. [28]</td>
<td></td>
<td>2013</td>
</tr>
<tr>
<td>Quadri, Kalyankar [31]</td>
<td>Decision Tree</td>
<td>2010</td>
</tr>
<tr>
<td>Mishra et al. [21]</td>
<td></td>
<td>2014</td>
</tr>
</tbody>
</table>

### 5 CONCLUSION
Student performance prediction helps educational institute strengthen our educational system. In this paper an effort is made to present a systematical review of literature on predicting student performance with the help of data mining. This paper also reviewed attributes which influences the student performance. This paper carried out our review work from 2001 to 2020. Most of the researchers used CGPA and internal assessment marks as their key attribute to predict student performance. Neural Network, Decision tree, Naïve Bayes, K-Nearest Neighbor and Support Vector Machine are the classification methods used for prediction of student performance. The Majority of research paper used Decision tree and Neural Network classification methods because of their high accuracy for student performance prediction.
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