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Abstract: Data is Knowledge and Knowledge is Power. In this age of information overload, Data Analytics has changed the 
perspective on how to effectively solve problems in many industries. One of the potential areas where Data Analytics can have a 
very positive outcome is in the field of health care. Health Care analytics can not only benefit patients but also all the stake 
holders and key players in the health care industry. It has the potential to prevent disease outbreaks, identify and detect 
diseases, reduce cost of operation for hospital administrators help government with health care policies and thus improve the 
overall quality of life. Machine learning is  an area of computer science in which we develop algorithms that can effectively self-
learn from the data provided. The primary aim is to let the computers learn for themselves without intervention from humans. 
Data Analytics and Machine learning go hand in hand. In this paper we have reviewed literature on some of the key machine 
learning techniques employed in the healthcare sector. This systematic review aims at determining the applications and 
challenges of Machine learning in health care. 
 
Index Terms: Health care, Data analytics, Machine learning, Classification, Regression, Clustering, Deep Learning.   
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1. INTRODUCTION 
The term machine learning was coined by Arthur Samuel in 
1959, an American Computer scientist and a pioneer in the 
field of Artificial Intelligence and computer gaming. He defined 
machine learning as ―Field of study that gives computers the 
ability to learn without being explicitly programmed‖. It 
involves developing or using algorithms that can learn and 
train themselves from experience. Machine learning has 
garnered a lot of attention in recent times and is finding 
applications in almost all walks of life. Machine Learning (ML) 
works well for problems where large volumes of data are 
available with a lot of underlying patterns that need to be 
identified and extracted. Based on the relationship that exists 
between the input data and the expected output, ML 
algorithms can be grouped as : 

 Supervised Learning 

 Unsupervised Learning  

 Reinforcement Learning  
 

2. LEARNING TYPES 

 
2.1 . Supervised Learning 
The input data also called as Training data or Training set has 
clearly distinct labeled values. In supervised learning the 
algorithm goes through a training phase. The training process 
is continuous and goes on till correct predictions are made. 
Supervised Learning algorithms can be further classified as 
Classification and Regression algorithms. 
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Classification – It is employed when the desired output 
variable is a class label 
 
Regression – It is employed when the desired output variable 
is a continuous value.  
 
2.2. Unsupervised Learning 
If the input data is unlabeled then we go for unsupervised 
learning, here we will not know what sort of output will be got. 
The general approach followed is training through probabilistic 
data modeling. 
 
2.3. Semi supervised Learning 
Input data is a mixture of few labelled data and lots of 
unlabeled data. The model derived should learn to organize 
the data and do predictions. This class of algorithms are 
gaining huge popularity, as in real life data to be analyzed is 
usually a mixture of labeled and unlabeled variety. 
 
2.4. Reinforcement Learning 
The goal is to build an intelligent agent (RL -agent) which will 
work with the dynamic problem environment. The RL-agent 
learns using trial and error method just like human beings. 
Feedback to model is provided as reward for success and 
punishments for wrong decisions made in the problem 
environment. RL-agent will learn by revisiting the past actions 
it took for which it received rewards. 
 
2.5. Steps Involved in Machine Learning 
The process of developing a Machine Learning Algorithm can 
be depicted as a Six step process 
 
1. Collect Data – Data available from multiple sources can be 
streamlined, also from the given data select attributes that will 
have an impact on the study being persued. 
 
2. Preprocess Data – This involves 3 steps 

 Formatting – Data must be in an industry standard 
format such as XML, CSV etc. so that it can be easily 
worked with.  

 Cleaning – It involves removing noise and taking care 
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of missing values. 

 Sampling – To reduce redundancy data sampling of 
the data should be carried out at regular intervals.  

 
3. Transform Data –  To suit the algorithm used data should 
be transformed. It can involve decomposing features to 
extract information or it can also involve aggregation of 
multiple instance to one feature. 
 
4. Train the Algorithm – Segregate the trainign data and test 
data from the processed data set.An algorithm learns or 
extracts knowledge from the training set and its output is 
stored as a model. Unsupervised learning does not have this 
Training step. 
 
5. Test the Algorithm – The alogrithm trained in the previous 
step is given the test data set as input and the accuracy of the 
outcome is evaluated. If output is not satisfactory the previous 
step can be repeated. 
 
6. Execute – After testing the algoritm the model generated is 
validated and can be put to use for realtime predictions, as 
the algorithm encounters more data, it will continue the 
learning porcess.  
 

3. SUPERVISED LEARNING 
In supervised learning datasets are labeled. The data set is 
split into training set and test set. The training set is used by 
the algorithm to learn under which label the target falls into. It 
builds a prediction model that can be used in predicting labels 
for new data. The test set can be used to verify the 
correctness of the model and if the output is not satisfactory, 
the learning process continues. The labels of the data set can 
be categorical, such as ethnicity(O’Brien et al., 2018) where 
classification is used, or continuous, such as survival 
rates(Shipp et al., 2002) where regression is used. Feature 
selection is a subclass of supervised learning. Feature is 
nothing but information points in the data. Feature selection 
enables us to identify and select features that are most suited 
or most identifiable to the labels or remove improper and 
inaccurate data. In the following section we will discuss some 
of the common classification algorithms used in Machine 
learning. 
 
3.1. Bayesian Classification 
It is a statistical classification mechanism that helps us to 
avoid the probability of misclassification of data. Bayesian 
classification is based on Bayes Theorem. Given the 
probability of another event that has already occurred, It 
predicts the probability of an event occurring. Bayes’ theorem 
can be mathematically expressed as follows 
 
P(X|Y) = P(Y|X) P(X) / P(Y) 
                     
where X and Y are events. 
We try to find the probability of occurrence of event X, given 
the event Y is true. Event Y is called as evidence. 
P(X) is the prior probability of X.  
P(X|Y) is a posteriori probability of Y. 
 
3.2. Decision Trees 
Decision trees are flow chart like structure where the node in 
the top  is the root node, internal nodes represents a test on 

an attribute, the branches denote the outcome of the test and 
the terminal or leaf nodes denote the class labels. Decision 
trees are built by recursively partitioning the feature set based 
on information gain, gain ratio, Gini Index etc. Decision tree 
algorithms follow a Top Down, greedy approach for 
partitioning the feature space, till a desired maximized 
criterion is met. C4.5 and CART are commonly used decision 
tree algorithms 
 
3.3. Random Forest 
It is a simple and most popularly used algorithm that gives 
accurate results most of the time. It can be used for both 
classification and regression. The algorithm builds an 
ensemble of decision trees and merges them together. 
 
3.4. Support Vector Machine 
Also referred as SVM, it can be used for both classification 
and regression. In SVM we try to find a hyperplane in N- 
dimensional space that can be used to distinctly classify data 
points. (Narathip Reamaroon  et al., 2019) Have used SVM to 
assist doctors in diagnosing patients who are susceptible to 
ARDS (Acute Respiratory Disorder). eDiag -a privacy 
preserving online diagnosis framework has been developed 
using nonlinear kernel support vector machine (SVM) (Hui 
Zhu et al., 2019).  
 
3.5. Artificial Neural Networks 
Artificial neural networks or connectionist systems are 
inspired by the functioning of the central nervous system in 
human beings. It is a graphical model where the computing 
units are neurons. Neurons are interconnected and are 
organized in layers to pass information. The first layer 
receives raw data and it is called as input layer. The last layer 
performs the prediction and is called as the output layers. The 
intermediate layers are hidden layers. Feed forward neural 
networks (FFNN) have been applied to predict protein site-
directed recombination (Bauer et al., 2006). A combination of 
embedding-based convolutional features and traditional 
features has been developed to be used with a softmax 
classifier to extract drug-drug interactions (DDIs) from 
biomedical literature (Zhao et al., 2016)  
 
3.6. Regression 
If the data to be classified is of continuous nature, then we 
use regression. It is a statistical approach that aims to find the 
relationship between variables by building equations. The 
parameters for the equation are obtained from the training set. 
The most popular regression models are linear regression 
and regularized linear regression. In regularized regression 
models the number of coefficients is constrained. Rigid 
Regression and LASSO are two very popular regularized 
regression models. 

 
 
 
 
 
 
 
 
 
 
 

https://ieeexplore.ieee.org/author/37086575076
https://ieeexplore.ieee.org/author/37076349100
https://ieeexplore.ieee.org/author/37076349100
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TABLE I - SUMMARY OF FINDINGS 
 

 
 

4. UNSUPERVISED LEARNING 
In unsupervised learning the dataset is unlabeled, and the 
model generated works with unlabeled data.  Here we try to 
group the data together based on identifying some underlying 
similarity. Most of the data collected from internet or from 
automated process are unlabeled. Specially is the fields of life 
science huge volumes of unlabeled data is generated and 
extracting meaningful information from them has become a 
challenge. Here we examine some of the common clustering 
techniques employed to elicit insight. 
 
4.1. Clustering  
Clustering algorithms aim to group together data into some 
category based on some uniformity shared by the data or 
some underlying common features exhibited by the data. In 
exploratory data analysis clustering is used during the 
exploratory phase. Some of the import clustering techniques 
are k-mean clustering, hierarchical clustering and mixture 
models. Clustering takes a quantitative approach thus 
differentiating it from statistical dimension reduction methods 
like PCA – Principal Component Analysis and MDS – 
Multidimensional scaling which  groups data quantitatively. 
 

4.2 Hierarchical clustering  
Hierarchical clustering creates clusters recursively by dividing 
the dataset in either a top-down or bottom-up approach. 
Hierarchical Clustering is of two types:  

 Agglomerative clustering 

 Divisive clustering 
 
In agglomerative hierarchical clustering, each data object is 
initially treated as an individual cluster and later by applying 
Ward’s method the clusters are merged till, we obtain the 
required number of clusters. Ward suggests the usage of any 
objective function that suits the researcher to be used as the 
criteria for selecting cluster pairs to be merged. In the second 
method that is in Divisive hierarchical clustering, all the data 
objects are grouped together as a single large cluster. This 
single cluster is further divided into smaller clusters till desired 
number of clusters is reached. 
 
4.3. k-means Clustering 
In k-mean clustering we begin by choosing k- random 
samples and use them as cluster centers also called as 
centroids. Successively as learning progresses the data will 
be moved between clusters. Distance between a data points 
and centroid is measured using techniques like Euclidian 
distance. Based on the distance a data point is assigned to a 
nearest cluster center. When every data point is allocated to a 
cluster center, we recalculate the weight of the cluster center. 
This process is repeated until a criterion set by the researcher 
is met. The criteria can be number of times cluster center has 
been recalculated or distance between the clusters. The 
success of k-means clustering lies in the value of k – that is 
initially set because it determines the number of clusters that 
will be formed. k-means clustering was to cluster individual by 
ethnicity based on their genomic profile (O’brien et al., 2015). 
 

TABLE II  - SUMMARY OF FINDINGS 
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5. DEEP LEARNING 
In deep learning we take neural network to the next level 
through some effective learning algorithms. In a standard 
neural network (NN) there are many interconnected neurons. 
Once the input neurons are activated through external stimuli 
it starts activating the other neurons through already 
established weighted connection (Schmidhuber, 2015). By 
keeping many layers of neurons one above the other we can 
make the model ―deep‖. But simply making a model deep 
does not guarantee accuracy of results produced. Only an 
effective training algorithm can make deep learning a 
success. Deep learning has revolutionized the way image 
recognition, speech recognition works. It has also hugely 
impacted biomedical field including genomics and drug 
discovery. Back Propagation has been successful in 
identifying complex structures in very large datasets. This 
algorithm in successful in guiding the NN to change its 
internal parameters in each layer based on what was learnt in 
the previous layers. One of the draw backs of deep learning is 
that it requires voluminous data, but this can be over come by 
applying transfer learning technique. Deep learning has found 
applications in biomedical imaging, genomics and signal 
processing in bioinformatics (Min et al., 2016). Splicing 
patterns in individual tissues and across tissues in mouse 
RNA sequence have been analyzed using deep s (Leung et 
al., 2014). Plis et al., 2014 have shown that using deep 
learning approach we can models that can learn physiological 
component analysis (ICA). Buggenthin et al. present a deep 
neural network that combines a CNN with an RNN 
architecture to automatically detect local image features and 
retrieve temporal information about the single-cell trajectories. 
Buggenthin et al., 2017 have successfully used the above 
mentioned approach to identify cells that have differently 
represented lineage-specific genes.  
 

6. CONCLUSION 
In this paper we have surveyed recent papers on machine 
learning approaches that have been adopted for solving 
issues in the health care industry. We have tried to give an 
overview of popular machine learning algorithms that are 
used to tackle issues in the field of healthcare.  During the 
course of the review, we have identified that the  method 
chosen for analysis is almost always dependent on the data 
set being analyzed and the  outcome that is expected. We 
have also found that Big Data is ideally suited for machine 
learning. Traditionally machine learning algorithms learn 
iteratively and work best when the data is stored locally. But 
this problem can easily be solved by using distributed 
computing platforms like Apache Spark and Apache Hadoop. 
In conclusion machine learning is a field that is rapidly 
touching new heights specially in the field of health care. 
Huge breakthroughs and new findings that have the capability 
to alter the way health care industry functions are imminent.  
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