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Abstract: In recent years credit card fraud has become one of the growing problem. A large financial loss has greatly affected individual person using credit card and also the merchants and banks. Machine learning is considered as one of the most successful technique to identify the fraud. This paper reviews different fraud detection techniques using machine learning and compare them using performance measure like accuracy, precision and specificity. The paper also proposes a FDS which uses supervised Random Forest algorithm. With this proposed system the accuracy of detecting fraud in credit card is increased. Further, the proposed system use learning to rank approach to rank the alert and also effectively addresses the problem concept drift in fraud detection.
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1. INTRODUCTION

Credit card fraud is a major problem that involves payment card like credit card as illegal source of funds in transactions. Fraud is an illegal way to obtain goods and funds. The goal of such illegal transaction might be to get products without paying or gain an unauthorized fund from an account. Identifying such fraud is a troublesome and may risk the business and business organizations. In the real world FDS [1], investigator are not able to check all transactions. Here the Fraud Detection System monitors all the approved transactions and alerts the most suspicious one. Investigator verifies these alerts and provides FDS with feedback if the transaction was authorized or fraudulent. Verifying all the alerts everyday is a time consuming and costly process. Hence investigator is able to verify only few alerts each day. The rest of the transactions remain unchecked until customer identifies them and report them as a fraud. Also the techniques used for fraud and the cardholder spending behavior changes over time. This change in credit card transaction is called as concept drift [1] [7]. Hence most of the time it is difficult to identify the credit card fraud. Machine Learning is considered as one of the most successful technique for fraud identification. It uses classification and regression approach for recognizing fraud in credit card. The machine learning algorithms are divided into two types, supervised [14][18] and unsupervised [16] learning algorithm. Supervised learning algorithm uses labeled transactions for training the classifier whereas unsupervised learning algorithm uses peer group analysis [23] that groups customers according to their profile and identifies fraud based on customers spending behavior.

Many learning algorithm have been presented for fraud detection in credit card which includes neural networks [14][19][21][22], Logistic Regression [3], decision tree [4][15], Naïve Bayes [6], Support Vector Machines [5], K-Nearest Neighbors [6] and Random Forest [1][2]. This paper examines the performance of above algorithms based on their ability to classify whether the transaction was authorized or fraudulent and then compares them. The comparison is made using performance measure accuracy, specificity and precision. The result showed that Random Forest algorithm showed better accuracy and precision than other techniques.

2 RELATED WORK

There are different supervised and unsupervised learning algorithms used for fraud detection in credit card. Some important are described below. The author [1] has proposed a paper where they have first explained the proper performance measures which is used for fraud identification. The authors have structured a novel learning technique that can solve concept drift, verification latency, and class imbalance issues. The paper also showed effect of both issues in true credit card transactions. Here in paper [2] authors presented two types of classifier using random forests which are used to train the behavior features of transactions. The authors have compared the two random forests and have analyzed their performance on fraud identification in credit card. In paper [3] authors presented a FDS for credit card using Artificial Neural Network and Logistic Regression. The system used to monitor each transaction separately using classifier and then classifier would generate score for each transaction and label this transaction as legal or illegal transaction. A decision tree method was proposed in paper [4]. The method decreased overall misclassification costs and selected splitting property at each node. The author also compared the decision tree method for fraud identification with other models and proved that this approach performs well using performance measure like accuracy and genuine positive rate. The author [5] developed a FDS for credit card transaction using support vector machines and decision tree. This study built seven alternative models that were created using support vector machines and decision tree. The author also compared this classifiers performance using performance measure
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accuracy. The study also showed that as size of training dataset increases the number of fraud detected by SVM are less than fraud identified by decision tree method. Here in [6] author presented fraud detection system using a Naive Bayes K-Nearest Neighbors method. The main aim of proposed system was to improve accuracy. Naive Bayes Classifier predicts probabilities of fraud in transaction while KNN classifier predicts how near the undefined sample data is to kth training dataset. The author compared both this classifier and showed that both work differently for given dataset. Most of predictive model used for detecting fraud in credit card transaction faces the issue of concept drift. The author [7] presented two FDS based on sliding window and ensemble learning and showed that classifier need to be trained separately using feedback and delayed samples. The outcome of the two was than aggregated to improve the alert precision in FDS. Thus the author showed that to solve the issue of concept drift, the feedback and delayed samples are to be handled separately.

3 COMPARISON
Performance of all learning algorithms used for fraud detection in credit card transactions are compared in table 1. The comparison is based on their accuracy, precision and specificity.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>0.962</td>
<td>0.997</td>
<td>0.987</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.947</td>
<td>0.996</td>
<td>0.979</td>
</tr>
<tr>
<td>KNN</td>
<td>0.942</td>
<td>0.410</td>
<td>0.971</td>
</tr>
<tr>
<td>SVM</td>
<td>0.938</td>
<td>0.782</td>
<td>0.984</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.908</td>
<td>0.91</td>
<td>0.912</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.937</td>
<td>0.505</td>
<td>0.9741</td>
</tr>
</tbody>
</table>

From table 1 we can see that accuracy of random forest is far better than the other learning algorithms. From fig. 1 we can see that precision, accuracy and specificity of Random Forest is highest followed by Logistic regression, SVM, Decision Tree, Naive Bayes and KNN. Hence the proposed system using random forest will show better accuracy for larger number of training data.

4 PROPOSED SYSTEM
Today modern society is using credit cards for variety on reasons. Similarly fraud in credit card transactions has been growing in recent years. Each year, a huge amount of financial losses are caused by the illegal credit card transactions. Fraud may occur in variety of different forms and may be limited. Therefore there is need to solve the issues of fraud detection in credit card. Additionally, with the development of new technologies criminals finds new ways to commit fraud. To overcome this problem the proposed system for fraud detection in credit card transactions will be designed using ML technique that will provide investigator a small reliable fraud alerts.

4.1 Objectives
The proposed system will achieve following main objectives:
- To train the model using feedbacks and delayed samples and sum up their likelihood to identify alert.
- To implement machine learning technique to address concept drift and class imbalance issue.
- To develop a learning to rank approach to increase alert precision.
- To introduce performance measure those are considered in real-world FDS.

We propose a Fraud Detection System (FDS), which mainly focuses on data driven model and learning to rank method. It also focuses on alert feedback interaction that checks the way recent supervised samples are provided. Fig. 2 shows the block diagram of proposed system.
4.2 Modules
The system is proposed to have the following modules along with functional requirements.

- Data Preprocessing
- Scoring Rule
- Classification of Alerts
- Ranking of Alert
- Performance Analysis

4.2.1 Data Preprocessing
In this module selected data is formatted, cleaned and sampled. The data preprocessing steps include:

- Formatting: The data which is been selected may not be in a suitable format. The data may be in a file format and we may like it in relational database or vice versa.
- Cleaning: Removal or fixing of missing data is called as cleaning. The dataset may contain record which may be incomplete or it may have null values. Such records need to remove.
- Sampling: As number of frauds in dataset is less than overall transaction, class distribution is unbalanced in credit card transaction. Hence sampling method is used to solve this issue.

4.2.2 Scoring Rule
Percentage of fraud in transaction is called as score. This module assigns score by matching recent transaction pattern with the past transaction pattern of cardholder. If score is greater then the transaction is considered as suspicious and further proceeding is stopped. Otherwise it is moved to next module.

4.2.3 Classification of Alert
Here machine learning model will be used that will train and update the data based on feedback and delayed samples. Classifier will be trained separately using feedback and delayed samples and their probabilities will be aggregated to identify alerts. Transaction that will be having high probability will be alerted. Hence only limited number of alerted transaction is reported to investigators.

4.2.4 Ranking of Alert
This module ranks each alert based on correctness of security question. This security questions will be created every time whenever the transaction is identified to be suspicious. The alerts are ranked using likelihood. If it is found that an alert has greater probability than other alerts then it is added to a queue and location of fraudster is tracked. This feature makes system user friendly and helps to file complaint against fraud.

5 CONCLUSION
This paper has reviewed various machine learning algorithms to detect fraud in credit card transaction. The performances of all these techniques are examined based on accuracy, precision and specificity metrics. We have selected supervised learning technique Random Forest to classify the alert as fraudulent or authorized. This classifier will be trained using feedback and delayed supervised sample. Next it will aggregate each probability to detect alerts. Further we proposed learning to rank approach where alert will be ranked based on priority. The suggested method will be able to solve the class imbalance and concept drift problem. Future work will include applying semi-supervised learning methods for classification of alert in FDS.
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