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ABSTRACT: Software quality is the main aspect of every software product. Fault is the primary reason for decreasing the quality of software. Therefore, we need fault prediction techniques that predict faults at early stage of software development. Ensemble learning has proved its significance in various scientific fields. So, in this paper, we propose heterogeneous ensembling technique because same kind of technique is not able to deal with all kinds of problems. Also we discuss various challenges that we still face during the development of the efficient fault prediction model using Ensembling.
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1. INTRODUCTION
The software industry is growing day-by-day because of its use in every field of life. But with the increased use of software, its complexity is also growing day-by-day. It is very difficult to test each module exhaustively because of the limited testing resources [1]. Therefore we need to prioritize the modules that are more fault prone so the testing team can use their scarce resources efficiently. This not only save the resources but also improves the efficiency of the system. A software fault prediction model solves this problem. In SFP, we use some specific features of the data to identify whether the module is faulty or not. These features are called metrics. These features are used to find the faults of the current project [2, 3]. Ample amount of work has been done in this field but no one proves itself to be better in all domains. Literature proves that no single technique is able to deal with all kinds of problems because of its sensitivity to specific type of problem [4, 5]. Also ensembling with same kind of techniques does not give promising result because these classifiers behave similarly in some portion of dataset [6]. So, in this paper we propose heterogeneous ensembling technique that is able to predict different kinds of faults in different data. Heterogeneity can be achieved in various ways, whether by using different data samples, by using different parameters of the algorithm, or by using different algorithm. In this paper we use multiple models of different ML algorithms to reduce generalization error. Here, we use stacking that works on two phases. In the first phase, different base classifiers are trained based on training data and the output of this phase acts as an input in the second phase. It means if a particular classifier consistently misclassifies defect data coming from a particular region, then the supervisor model will learn this behaviour and then correct the mistake. Also, stacking has better generalization capability [7]. One main problem with multiple models is over fitting but bagging takes care of it [8]. Now the question is what model to select for stacking. It is also a matter of art than science. We choose random forest, it has high predictive power. One advantage of stacked generalization, or "stacking" [7, 9], is simply alignment of classifier outputs with the definitions and parameters implicit in the training data collected for the application. In general, ensemble predictions improve when new inputs are added that are both informative and uncorrelated with existing ensemble components [10].

2. RELATED WORK
Prediction of faults using homogeneous ensembling techniques is done by various researchers. But prediction using heterogeneous ensembling is not highly researched. So Here we present the related work done in fault prediction by both of these ensembling techniques. Abdullah et al. [11] compared various homogeneous ensembling techniques and machine learning techniques to know which perform better in different datasets and the results reveal that RF, bagging DS and Ada Boost performs better than other techniques. Shanthini et al. [12] compares the ensemble methods i.e bagging, Boosting, Stacking and Voting at various metrics levels. It is observed that bagging performs better for package and method level metrics and voting performs better for class level metrics. Chubato et al. [13] performs an empirical and comparative study to deal with various data problems i.e. class imbalance, noise, and data skewness. Chubato proposed a three stage ensemble learning approach that resolve these data problems and improve the prediction performance of the model. Abdullateef et al. [14] proposed a novel evaluation method called ANP to evaluate the performance of the model. Accuracy is not the only parameter to judge the significance of any technique. Multi criteria decision making should be used. Rana et al. [15] presented a study called early prediction of faults that focuses on the early phases to predict the faults that really helps the testing team to utilize the testing resources. For this requirement and design metrics is used to predicts faults. Shamsul et al. [16] proposed a novel hybrid approach that deals with the class imbalance problem. This approach is a combination of random oversampling, majority weighted minority oversampling and fuzzy based feature instance recovery. This gives more accurate results than other standard classification techniques. Lov et al. [17] performs an empirical evaluation where ensemble models are used to perform prediction with reduced set of metrics. The results prove that MVE performs better with selected metrics and takes less cost. Xinli Yang et al. [5] performed a study that is very rarely discussed in literature. He proposed a novel approach i.e. TLEL a two stage approach for prediction of faults. In the inner layer, decision tree and bagging is used to build the random forest model and at the outer layer stacking is used i.e. a different classifier is used to combine the output of inner layer other than using any combination method. The results indicate that this heterogeneous approach is better in terms of effectiveness, stability and efficiency [5] . Dario et al. [18] proposed a very unique
model that is dynamic selection of classifiers. This model uses the structural characteristics of data to select which classifier gives best prediction result and to select the best classifier random forest model is used. Santosh et al. [19] proposed an heterogeneous ensembling approach for building an efficient fault prediction model. Different classifiers are used as base classifiers that make independent errors. Linear and non-linear combination rules are used to combine the outputs of the classifier. This model greatly helps the practitioners to identify faults with less effort. Shahid et al. performed a study to evaluate the performance of different ensemble methods i.e. boosting, voting and stacking. For this five base classifiers are used for ensembling and ck design metrics are used to find the relationship between faults. The study is performed on twelve datasets and the results show that ensembling has better prediction power than single classifier. [2015,40] Anurag et al. proposed a hybrid model for prediction of faults using machine learning, genetic programming and ABC algorithm. Features performed a significant role in predicting the faults in a module that why wrapper method is used to select the useful attributes. The result of this study proved that hybrid model has better prediction performance.

3. CRITICAL ANALYSIS OF EXISTING MODELS
After the detailed analysis of the recent fault prediction models based on heterogeneous ensembling, a critical analysis of is tabulated in table 1. A newly proposed model performs better than existing models and the limitations of that model will become the future scope for the new researcher.

Table 1. Critical analysis of recent fault prediction models based on heterogeneous ensembling

<table>
<thead>
<tr>
<th>References</th>
<th>Focused Area</th>
<th>Metrics proposed</th>
<th>Methods/Models/Techniques used</th>
<th>Technique predicted to be superior</th>
<th>Limitations/ Future Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Comparison between machine learning and Ensembling technique</td>
<td>LOC, Halstead, McCabe,OK</td>
<td>Ensembling and machine learning techniques</td>
<td>Ensembling</td>
<td>Only SMOTE is used for feature selection. Many meta heuristic techniques can be used for attribute selection</td>
</tr>
</tbody>
</table>
| 2          | SFP using Ensembling | • Class level metrics  
             • Method level metrics | Ensembling Techniques  
             • Bagging  
             • Boosting  
             • Stacking  
             • Voting | Bagging | • This study is not generalized.  
             • Default parameters of the tool is used.  
             • No empirical evaluation  
             • No feature selection technique is used. |
| 3          | SFP using Ensembling | • Halstead Metrics  
             • Information Gain  
             • SMOTE | • Combined Ensemble learning Approach | • Combined approach | • Enhanced model that deals with class imbalance and noise.  
             • Can be replicated with different metrics and different feature selection techniques. |
| 4          | Evaluation of SDP model Using ANP | • CfsSubsetEval  
             • Information Gain | • Machine learning Techniques  
             • Ensembling techniques | • Decision tree  
             • Boosted SMO, Voting, Stacking | • Accuracy is not the only way to access the performance of the model. |
| 5          | Early prediction of faults | • Product metrics  
             • Process metrics | • Machine learning techniques  
             • Statistical techniques | • Machine learning techniques | • Less no. of studies that actually work of early prediction of faults. |
| 6          | Ensemble model to handle class imbalance | • Specific features related to data | • RF  
             • ROI  
             • MWM | • Ensemble | • This model carries the variance problem of individual classifier |
| 7          | Ensemble model for SFP | • Source code metrics | • Heterogeneous ensemble  
             • LOGR  
             • ANN, BTE | • Heterogeneous ensemble with MVE | • Needs to be replicated to generalize the findings of the study. |
| 8          | Two layer approach for SFP | • Change Metrics | • Decision tree  
             • Bagging  
             • Random Forest  
             • Stacking | • Stacking | • Needs more work with different ML to make it generalized. |
| 9          | Dynamic Selection of classifiers for SDP | • Product metrics | • ASCI  
             • DT  
             • VV | • ASCI | • This model can be implemented on cross project defect |
Comparative analysis of these models shows that the existing models are not fully optimized and there are still various issues that need to be considered. The proposed model considers these issues and performs prediction in an efficient manner.

### 4. ISSUES AND CHALLENGING

Generalization is one of the most important issue for fault prediction studies. Almost all the studies implemented are based on the open source software projects. That is the reason why software developers do not believe in such models. So, there is a need to implement these models on commercial and proprietary projects to improve generalization [20]. Privacy is another concern because that is the reason why the implementation on commercial projects is not available. So, policies should be made regarding privacy so that companies feel comfortable to share their private data for implementation [21, 22, 23]. Class imbalancing is the issue that needs more consideration because it directly affects the performance of the defect prediction model. Although lots of studies have been implemented on this issue but it still needs further work [24, 25, 26]. Performance evaluation measures are not adequate and consistent which leads to inappropriate conclusion. So further work on this is also required. Diversity is the major concern when building ensemble model. There are many ways to achieve diversity but sometimes the highly diverse model also not able to improve the result so care should be made before selection of classifiers. [19,27] Selection of features highly affects the prediction performance. Lots of work has done on it. But it still needs reconsideration. [27,28,29] Selection of base classifier is the most challenging issue when building ensemble model. [19,30]

### 5. PROPOSED MODEL

In the proposed model, we focus on all these challenges and issues that are discussed above. Here, we implement diversity in two ways. First, by using different base classifier and second, by generating different training subset using random sampling. Feature selection technique is used to select those features that are highly associated with the prediction of faults. It affects the prediction performance of the model. The overall framework of the proposed model is given below.

---

**Fig. 1** The above figures presents the proposed model of fault prediction
In the proposed model we have two phase i.e. model building phase and prediction phase. In the model building phase, firstly we divide the whole dataset into two parts: training dataset and testing dataset. Then in order to achieve diversity, the training dataset is again divided into n number of datasets based on random under sampling technique. Later on, we train n classifiers based on different datasets. Different weights are assigned to different classifier based on the basis of their performance. In the prediction phase, we use stacking i.e. another classifier is used to predict the faults but that classifier is trained on the output of previous phase. The advantage of using it is that it will take the advantage of those classifiers that are able to detect unique faults.

**CONCLUSION AND FUTURE SCOPE**

Quality is the main concern of every software product. Fault prediction models contribute significantly in the improvement of quality. It also decreases the time, cost, and effort of the organization. There are various challenges that we still face when building an efficient fault prediction model. Therefore, we proposed a model that considers all these issues and helps the managers significantly in managing their resources. This is not implemented yet but in future we are planning to implement that model in various datasets and projects. In future, the presented model can be implemented on commercial projects to generalize the findings of the study. Also, different techniques can be used with stacking to get better prediction result.
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