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ABSTRACT: There are large no of customers visiting hotels in various cities daily. Various online forums, websites, social networks etc having details of all these hotels consist of text information in the form of comments. These comments are not captured and utilised properly. Using sentimental analysis on this information can help in enhancing customer experience to a great extent. It helps in choosing the right hotel to a tourist/visitor in any city. Estrela Do Mar Beach Resort, Calangute, Goa is the hotel which is chosen for our sentimental analysis endeavours. TripAdvisor.com lists down more than 1000 mixed bag of reviews on this hotel online which is taken for our dataset. My manual crawler crawls the reviews and feeds them to Apache Lucene software taking review and polarity (1,0,-1) based on the star marked rating of the review. The index matrix is given to K Nearest Neighbours (KNN) classifier (taking k=5) for it to be trained on. Another set of 100 reviews extracted act as test data. I obtained an accuracy of 62% via the classifier. Another classification methodology gave a score to each of the review extracted using sentiwordnet. We find that accuracy increases to 64%.

I. INTRODUCTION

Sentimental analysis or opinion mining is an application of text mining and NLP is being widely used in the world today. The purpose is to extract user sentiments from a given textual data and obtaining some useful information from it. It is widely being used in social media applications, e-commerce websites, tourism industry, medical fields etc. to enhance the customer experience. The idea is to extract whatever user has tried to communicate. It has been used in the past to extract user data from twitter. Every such analysis is based upon a certain classifier to be used and implemented. The process may be as simple as doing the analysis for a simple sentence to doing the analysis for multiple documents. There are a few problems which may arise and hamper the accuracy of results which need to be taken care of. The reviews or any such textual data may contain some non-required elements such as emoticons, hash tags, smiley, sentence terminators or even non-required words and bits such as stop words like conjunctions-and, or, but etc. which if used cause decrease in the accuracy of our results. All such non-essential data needs to be removed before we continue on with our analysis part. Hence, we first filter our text from the stop words and also stem the words to get only the root words. This system makes use of sentimental analysis to understand the customer experience based on their online comments. The comments are categorised based on whether they are positive or negative or neutral and accuracy of the machine is predicted based on the classification algorithm. Also an actual rating predicted by the machine rather than as given by the customer on the online forum is obtained by the machine.

I have taken customer reviews about hotel Estrela Do Mar Beach Resort, Calangute, Goa on TripAdvisor.com website as the dataset. Both trainee and testing data is obtained and accuracy is determined. This methodology involves using three classes for the purpose of classification. These classes are based on the star marked rating as assigned by the user online. The rating is assigned to each review and is in the range of 1 to 5. The experiment was done using a smaller dataset of about 1400 reviews and the hotel for our research was chosen judiciously and accordingly. This was done to have a dataset comprising of almost equal amounts of positive, negative as well neutral reviews. TripAdvisor website allows any user to give a review on any hotel in a particular city. A star marked rating out of 5 is specified. It also stores information like the name of user, Date of writing and URL of the review. All this information is extracted by my web crawler and used for the analysis. The web crawler and the entire process has been carried out in java, JDK 8 using NetBeans API. The crawler extracts data based on regular expressions formed by looking at the html tags used on the website and needs a high speed internet connection if the extraction is to be carried out expeditiously. The data related to the reviews is crawled and stored in a text file from where we have stored it in an Array List for further processing. Each review is thus stored in an array list of objects along with the information associated with each review. The process as carried out is mentioned in the architecture diagram provided below:
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II. METHODOLOGY
Classification is done using a step by step process as follows:

- Crawler extracted 1400 reviews from TripAdvisor.com website about hotel Estrela Do Mar Beach Resort, Calangute, Goa.
- Reviews along with star marked rating, polarity assigned, review id are stored in a text file.
- This information is then stored into an array list.
- Preprocessing and stemming is done over the data.
- First 1300 reviews are taken as trainee data. This data is fed to Apache Lucene Software for indexing which stores reviews and their associated polarities in the matrix.
- The indexed reviews are then trained over a classifier using KNN algorithm $K=5$. 100 more reviews are taken as test data to obtain the polarity as predicted by the classifier. Using this I obtained an accuracy of 62.1%.
- Another parallel approach uses SentiWordnet for assigning a score to each review and uses dictionary based approach for classification.
- SentiWordnet yielded a better accuracy than the above classification model.
- Both Trainee as well as Test reviews, their polarity and other details along with those predicted by machine were passed in an XML file and displayed. Also a bar graph for each review assigning a score against the star marked rating and assigned polarity is displayed.

III. STEP BY STEP MODULES
Now we go about the various modules that were used in carrying out this methodology:

A. Crawler Module
It creates a web crawler for extracting customer reviews from website ,Tripadvisor.com about hotel Estrela Do Mar Beach Resort, Calangute, Goa. The information extracted for each hotel is put separately in file which is used for further processing. The crawler uses Regular Expressions to extract the specific data required for processing. The URLs to be crawled are put in a separate text file and all the links are crawled sequentially.

B. Extract Module
Extracts reviews and their associated properties from the file and puts them in an array list. The polarities are also assigned based on star marked rating in this manner:

<table>
<thead>
<tr>
<th>Star Rating</th>
<th>Polarity Allotted</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&gt;3$</td>
<td>1</td>
</tr>
<tr>
<td>$=3$</td>
<td>0</td>
</tr>
<tr>
<td>$&lt;3$</td>
<td>-1</td>
</tr>
</tbody>
</table>

C. Pre-processing Module
In this module first tokenization of the text is done. First stop words are removed. After this stemming process is carried out for getting the root words. The text obtained can now be used for further processing. We have used porter stemmer for carrying out the stemming.

D. Indexing Module
Uses Apache Lucene software for indexing. Reviews and polarities are stored as fields in matrix format. The indexing is done for trainee data. Lucene jar file is easily available in java.

E. Classification Module
  a) KNN Algorithm Approach
  The indexed matrix is given as input to the classifier. We take $K=5$ here. The machine is trained over this data. Later test data is given to the classifier for predicting its polarity and the accuracy is obtained.
  b) SentiWordNet Approach
  We use SentiWordnet 3.0.0 for analysing each review, assigning a score to it based only on adjectives and the net score count of each sentence is calculated and its polarity is predicted. The accuracy increases in this approach. I have used 4 different mechanisms for finding out 4 different observations using this approach. Sentiwordnet uses 4 functions:

  1) classifyAllPOSY() - this uses adjective, noun, adverb, and verb as pos tags to assign polarity and classify the review text. We take 0 as +ve in one case, creating 2 separate classes and in the other it is taken as neutral case creating 3 separate classes.

  2) classifyAllPOSN() - this uses adjective, noun, adverb, and verb as pos tags to assign polarity and classify the review text. We take 0 as -ve in one case, creating 2 separate classes and in the other it is taken as neutral case creating 3 separate classes.

  3) classifyADJY() - this uses only adjectives as pos tags to assign polarity and classify the review text. We take 0 as +ve in one case, creating 2 separate classes and in the other it is taken as neutral case creating 3 separate classes.

  4) classifyADJN() - this uses only adjectives as pos tags to assign polarity and classify the review text. We take 0 as -
ve in one case, creating 2 separate classes and in the other it is taken as neutral case creating 3 separate classes.

F. Display Module
All the extracted reviews along with their details including polarity as assigned by the man and the machine is displayed in a stylised XML file using document object model. Also a bar graph for each review assigning a score against the star marked rating and assigned polarity is displayed.

IV. RESULTS
Both the classifiers work on the extracted reviews from hotel Estrela Do Mar Beach Resort, Calangute, Goa and we obtain some interesting findings:

1. For the KNN algorithm approach I had taken in 1300 reviews as the trainee data. I took about 100 reviews as the test set. This approach gave an accuracy of 62.1052%. Now I tested the system by increasing the trainee set by doubling the reviews crawled. Interestingly the results were better and the accuracy increased by about 10%. Here, we got an accuracy of 71.6%.

2. Now I took to the non-supervised method of SentiWordnet using bag of words (unigram) approach. Here 2 different methodologies are:
   a) We first take the same 100 reviews as given to KNN approach and classified based on each of the methods mentioned above. Following results are obtained:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>classifyAllPOSY()</td>
<td>50</td>
</tr>
<tr>
<td>classifyAllPOSN()</td>
<td>52.12765</td>
</tr>
<tr>
<td>classifyADJY()</td>
<td>52.12765</td>
</tr>
<tr>
<td>classifyADJN()</td>
<td>51.06382</td>
</tr>
</tbody>
</table>

   Interestingly, also in the same algorithms when 0 was taken as neutral, the results obtained are a bit contrasting. For instance, classifyADJY() gives an accuracy of 50% but classifyAllPOSY() in the same scenario gives an accuracy of 51.063%.

   b) Now taking the entire length of 1400 reviews extracted from the Estrela Do Mar Beach Resort, Goa we get the following results:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>classifyAllPOSY()</td>
<td>62.33859</td>
</tr>
<tr>
<td>classifyAllPOSN()</td>
<td>62.91248</td>
</tr>
<tr>
<td>classifyADJY()</td>
<td>63.7733</td>
</tr>
<tr>
<td>classifyADJN()</td>
<td>63.84505</td>
</tr>
</tbody>
</table>

   The SentiWordnet approach uses a dictionary based classification mechanism and increases the accuracy to a substantial amount. The accuracy found in this case is the deviation of the user assigned star marked rating to that found on the basis of the SentiWordnet.

   Accuracy = (Number of times both polarities match/Total reviews) * 100

V. CONCLUSION
Opinion Mining is an emerging field in computing and this research upholds the fact. It is seen through my model that performing k nearest number algorithm to classification on about 1300 reviews and testing on 100 reviews we obtain accuracy of about 60%. On doubling the amount the same accuracy went up to 72%. Thus classification works best on increasing the number of reviews. My SentiWordnet based polarity assigner compares the star marked rating assigned polarity to itself to find deviation and on about 1400 reviews we got access of about 64%, on using only adjectives classification and taking positive for three marked rating as well. Thus it was found that dictionary
based approach (monogram) was better than a machine-based KNN classification and the accuracy increases on increasing number of reviews. There has been a lot of work on sentimental analysis before. This model which trains currently on a single hotel on Trip advisor (Estrela Do Mar Beach) is further working on other classification algorithms to find which works the best. I haven’t used WEKA tool for the classification process to check the accuracy based on only manually applied algorithms but plan to use it in the future for further research. I even plan to incorporate the Hybridization techniques of classification on the same dataset and try to increase the accuracy as desired even on a smaller dataset.
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