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Database Transfer Processing 
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Abstract : The objective of the article is to optimizing data for predicting and filling the missing data in the process of database transfer from several 
databases to a central database or the new database system.  The research result shows that the Resample technique can improve the dataset from 
3,190 to 29,800 records, while the Synthetic minority oversampling technique gains the dataset up to16,563 records, which generated at 1000% of the 
original dataset. When creating a model to predicting the missing data in database transfer process with the random forest technique, it was found that 
the efficiency of the model evaluation by using the 10-fold cross-validation method gave the model accuracy of the Synthetic minority oversampling 
technique that approach to the higher than Resample method in every data range. It will be able to classify the data to represent the missing data during 
the database transfer process with more than 96% efficiency. 
 
Index Terms : Cross-Validation, Missing data, Optimization, Random forest, Resample, SMOTE 
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1 INTRODUCTION 
In the current situation in which information is fragmented or 
distributed that various sources of data are stored to respond 
to usersô use conveniently and quickly. Inevitably affects the 
processing to present the overall information of the 
organization. This may cause incompatible data from the 
operation of the operators in each department or the process 
of data collection for processing. Furthermore, the big problem 
that is often encountered is that each organization has an 
original information system that has been used for a long time, 
and much valuable information is stored in the databases. 
When there is a need for new system development, it may be 
necessary to transfer data from the distributed databases 
initially into the new database to support new capabilities and 
support customer service in the era of fast-changing 
technology. The problem with transferring data from one 
database to another is that some data is missing. Due to the 
limitations of database design or missing data, it has not been 
recorded since the beginning, or there may be millions of data 
transfer errors. If looking for information to fill in the missing 
parts may take a long time and may need to rely on the 
employees of the organization to search for information from 
documents. In the worst case, if it is vital to the customer, it 
may be necessary to contact the client to get the missing 
information. It was resulting in customers lacking confidence in 
the organization. The missing data is a common problem in 
every situation in the real world. It creates challenges in 
analyzing the missing information [1][2]. The missing data may 
reduce the understanding of the data or cause the results or 
the importance of the data to change or misunderstandings. It 
also affects the decision-making process that cannot be 
precisely determined because there is no accurate information 
at all. For this reason, it is essential to find an effective method 
to fill the missing data as accurately as possible. To correctly 
fill in the incorrect information with machine learning 
techniques, most of the problems are often encountered in the 
data classification process, which is usually caused by data 
imbalances in different classes. That is the case if the scale of 

examples from one class in comparison to the other classes is 
much bigger or smaller. For several of these issues, classifiers 
with excellent output in the minority class should be built. In 
some cases, the use of external classifiers may lead to sub-
optimal results concerning this goal. Therefore, the data filling 
must have enough information to train and test to create a 
model. However, with the limited data acquisition constraints, 
the predictive model generation is less efficient [3]. Thus, this 
research aims to apply the techniques for boosting 
classification effectiveness relevance to data imbalanced and 
improving the dataset, which has a small data size and 
comparing these techniques between the Resample technique 
and the Synthetic minority oversampling technique. Moreover, 
the Random forest technique was applied to predicting and 
filling the missing data during several databases transferring to 
a central database or the new database system.  
In this paper, Section 2 includes the previous studies on the 
Resample technique, Synthetic minority oversampling 
technique, and Random forest technique related to the 
principles and concepts of optimization data will be applied to 
the development of the model for predicting the missing data 
in a small dataset. The overall method and structure of the 
comparison technique for a small dataset optimization by 
adding data that enough to generate the model for forecasting 
the missing data is presented in Section 3. In Section 4, there 
are the results of the effectiveness evaluation of the model 
developed by the random forest method, which is compared 
between dataset obtained from the Resample technique and 
the SMOTE. Finally, a conclusion is provided in Section 5. 
 

2 LITERATURE REVIEW 
The data collected for data mining sometimes becomes 
imbalanced with some tiny amounts of data. When used as a 
training dataset, the model will not be able to predict small 
amounts of data. Therefore, it is necessary to balance the data 
before transferring it to the network. There are ways to 
balance the data as follows. 

 
2.1 Resample Technique  
The Resample technique is one way to reduce data 
imbalances, resulting in higher classification accuracy [2][4] by 
creating a random subsample sub-sample from the dataset 
with data replacement or no data replacement. Nevertheless, 
the limitation of increasing the amount of data with this method 
may cause overfitting [5]. There are two ways to do this 1) 
Undersampling, this method deletes the instance from the 
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overridden class by using the data sampling method to be 
removed [6] and 2) Oversampling, this method copies the 
instance data from the underlying class. (Minority class) to get 
a balanced dataset by random oversampling [6]. 

 
2.2 Synthetic Minority Oversampling Technique  
Synthetic minority oversampling technique (SMOTE) is a 
technique used to solve data classification problems. The 
SMOTE method is a data synthesis method that will be studied 
by increasing the number of small groups of data or classes to 
have a similar amount of data or large classes. By specifying 
the distance values of the data to be used as random sampling 
criteria to increase the amount of data [7]. Most use distance 
measurement to create a new instance that has the same 
features like the available one. The SMOTE is a popular 
method for producing more examples in minority classes 
through the smart oversampling process [6]. The analysis and 
comparison of a variety of individual variables could be found 
in [8][9]. According to, The analysis shows that there is 
typically a separate class distribution from the one in the data 
set that performs better [10]. The imbalanced data means a 
skewed class distribution within a dataset that is biassed 
towards the majority classes by the outputs from the data 
classification [11]. To increase the number of minority 
observations [12] could be calculated in (1) [13][14]. 

 

( )new i i iX x x x d= + -  (1) 

 

Where 

newX  refers to the new dataset; 

iX  refers to the lastest variable randomized; 

iX  refers to other random variables; 

d refers to the generated random number between zero 

and one. 
 

2.3 Random Forest  Technique  
The random forest technique is developed based on the 
decision trees technique. The samples and variables in the 
training dataset generate a large number of decision trees. 
The main difference between each node and the decision tree 
lies in the fact that it is best divided between a random 
variable and not the best variable [15]. Each decision tree will 
classify each result, then bring all the results to find the final 
class. Moreover, the random forest is a method that is durable 
to problems overfitting by randomizes the features from 
various datasets to create the model [16]. 

 

3 METHODOLOGY 

This research proposes that the developed model process 
consists of 4 processes as follows: 1) data gathering process, 
2) data preprocessing, 3) model development, 4) effectiveness 
evaluation of the model. The overall research processes 
framework is illustrated in Figure 1. 

 
 

Fig. 1 . The overall research processes framework. 
 

3.1 Data Gathering Process  
The data used in this research has been collected from the 
data of new student registration payments between the 
academic year 2016 and 2019. There is a small dataset of 
3,190 records of new students in the Faculty of Science and 
Technology at Suan Sunandha Rajabhat University, Bangkok, 
Thailand. These data are generated from payment collection 
agencies system located at centers or branches such as the 
payment counters of the university, Banks, and payment 
agents located in different regions and provinces. When 
gathering the data that is scattered in different databases or 
different payment systems into a central database, there will 
be some missing information. Therefore, it is indispensable to 
inspect and search for missing data and fill it up correctly 
before using it further. There are seventeen columns in a total 
of the sampling data. Figure 2 shows the missing data at the 
yellow cells, and Figure 3 shows the example of filling data 
correction that instead of the missing data by the user input 
manually at the green cells in Microsoft Excel file formatted. 



INTERNATIONAL JOURNAL OF SCIENTIFIC & TECHNOLOGY RESEARCH VOLUME 9, ISSUE 08, AUGUST 2020       ISSN 2277-8616 

548 
IJSTR©2020 
www.ijstr.org 

 
 

Fig. 2. The missing data in the sampling data at the yellow cells. 
 

 
 

Fig. 3. The filling data correction in the sampling data at green cells by user input manually. 
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3.2 Data Preprocess ing  
From the data gathering process, the researcher analyzed and 
adjusted the collected data for processing by cleaning and 
transforming the receipt date (DATE) to Y and N values, where 
Y means there is a date that appears, and N means no date 
appears. For money columns, all the missing data in the 
FEE_A to FEE_I and PAID columns were replaced by -1, and 
the STATUS column was replaced by blank space. Moreover, 
the SCODE column was skipped because it is the student 
code which is a unique key, and it does not relate to the 
process of missing data forecasting. Also, it was the remaining 
sixteen features or columns of the sampling data, which were 
defined as the possible range of data in each column as Table 
1. 

TABLE  1 

THE FEATURES OF THE SAMPLING DATA FOR DATA OPTIMIZATION 

PROCESSING 
 

Features  
The possible range of 

data  
Feature des cript ion  

YEAR 2016, 2017, 2018, and 2019 The academic year 

DATE Y, N 
The receipt date, where: 
Y = payment date appear 
N = payment date does not appear 

PRG 

2201, 2202, 2203, 2205, 
2209, 2213, 2214, 2215, 
2224, 2225, 2226, 2228, 
2229, 3818, 3819, and 3820 

The program or major code in four 
digits 

STYPE 1,4, and 5 The student type code 

LEV 2, 3, 4, 5, 6, 7, and 8 The level or degree code 

FEE_A Between -1 to 300 
Registration fee (type A) (Baht) 
where -1 is missing data 

FEE_B Between -1 to 1500 
Registration fee (type B) (Baht) 
where -1 is missing data 

FEE_C Between -1 to 1500 
Registration fee (type C) (Baht) 
where -1 is missing data 

FEE_D Between -1 to 600 
Registration fee (type D) (Baht) 
where -1 is missing data 

FEE_E Between -1 to 550 
Registration fee (type E) (Baht) 
where -1 is missing data 

FEE_F Between -1 to 1400 
Registration fee (type F) (Baht) 
where -1 is missing data 

FEE_G Between -1 to 400 
Registration fee (type G) (Baht) 
where -1 is missing data 

FEE_H Between -1 to 7900 
Registration fee (type H) (Baht) 
where -1 is missing data 

FEE_I Between -1 to 50000 
Registration fee (type I) (Baht) 
where -1 is missing data 

PAID Between -1 and 51600 
Amount of total payment (Baht) 
where -1 is missing data 

STATUS Y, N, and Blank space 

Payment status, where: 
Y = paid 
N = not paid 
Blank space = missing data 

 
The Comma-separated values (CSV) file formatted for data 
optimization processing shown in Figure 4. 

 
 
 
 

 
 

Fig. 4. The sampling data formatted in the CSV file. 
 
From the sampling data in Figure 4, the number of classes that 
will be used as the target value in the classification of the data 
used to fill the missing data in the database. There is a 
difference in the number of data, which is complete and 
accurate of 2,970 records, for the incomplete data or missing 
data are 220 records. Without balancing the data, the system 
will not be able to classify those small amounts of data. The 
software Weka version 3.9 is conducted as a tool in this work 
for balancing data by using the Resample technique and 
SMOTE method. By increasing the amount of data from 100% 
to 1000% and adjust the parameters as follows: 
1) Resample is set the órandom seedô value to 5 and set the 
parameter ónoReplacementô equal to false. The 
óbiasToUniformClassô equals 1.0, and then the program 
will automatically add or generate the sampling data. 

2) SMOTE is set the nearest neighbors to value 1, 2, and 5 
depending on the amount of information in each class. In 
which the program Weka will set the default value to be 5. 
Configure the class number to be added. Then instructs 
the program to increase the amount of data. Keep doing 
this until the number of classes is low, which needs to 
increase the amount of data. 

 
After the sampling data was balanced, the Resample method 
increases the amount of data from 3,190 to 29,800 records, 
while the SMOTE method has increased the amount of data 
from 3,190 to 16,563 records. The Resample technique can 
generate a new sampling dataset higher than the SMOTE 
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technique. The system can simulate more data to increase the 
efficiency of the processing and helps to identify better or 
make decisions. The comparison of the new sampling dataset 
generated by the Resample and SMOTE methods are shown 
in Figure 5. 

 

 
Fig. 5. The comparison of the new sampling dataset 

generated by Resample and SMOTE methods. 
 

3.3 Model  Development  
At this process, the new sampling datasets which are 
eliminated the imbalanced data, it was generated by the 
Resample technique or the SMOTE with the parameter from 
the original sampling data to 1000%. It was conducted for 
modeling the system by applying the random forest technique 
in Weka for training the new sampling datasets. The model 
can classify the missing data for each data feature, as is the 
final class output from the decision tree in the random forest 
technique. The developed and most appropriate model will be 
used as a prototype for system development, improvement, 
and fulfillment of missing data to be complete by using the 
method of effectiveness evaluation of the model in the next 
process. 

 
3.4 Effectiveness Ev aluat ion of the Model  
The developed model from the previous step was evaluated 
by applying the 10-fold cross-validation method in Weka 
software. There is four effectiveness of evaluation: the 
precision, the recall, the F-measure, and the accuracy 
[17][18][19]. All these efficiencies were illustrated in (2), (3), 
(4), and (5), respectively. 

 

TP
Precision

TP FP
=

+
                   (2) 

 

TP
Recall

TP FN
=

+
                 (3) 

 

2 Precision Recall
F measure

Precision Recall

³ ³
- =

+
            (4) 

 

TP TN
Accuracy

TP TN FP FN

+
=

+ + +
                        (5) 

 
 
 

where 
TP: The missing data can be instead of the correct data, 

then the developed model predicts the correct data. 
TN: The missing data cannot be instead of any data, then 

the developed model cannot predict the correct data  
FP: The missing data cannot be instead of any data, then 

the developed model predicts the correct data. 
FN:  The missing data cannot be instead of any data, then 

the developed model cannot predict the correct data. 
 

4 RESULTS 

The results of the effectiveness evaluation of the model were 
obtained in terms of precision, recall, F-measure, and 
accuracy values by using the 10-fold cross-validation 
technique. It found that the model accuracy of the new dataset 
generated by the Resample method provides the highest 
efficiency with a dataset of 1000% of the original dataset. It is 
shown that the best model accuracy at 86.98%, the precision 
at 87.95%, the recall at 98.58%, and the F-measure at  
92.96%, as shown in Table 2. The above model is less efficient 
than the model that has been generated using the SMOTE 
method that provided the best model accuracy at 96.26%, the 
precision at 97.84%, the recall at 98.32%, and the F-measure 
at 98.08%, as shown Table 3. 
 

TABLE  2 
THE EFFECTIVENESS EVALUATION RESULT OF THE MODEL USING 

RESAMPLE AND RANDOM FOREST TECHNIQUES  

 

Percentage 
of Data  

Amount of 
Data 

Precision  
(%) 

Recall  
(%) 

F-measure  
(%) 

Accurac
y 

(%) 

Original  3,190  82.56 87.55 84.98 74.29 

100%  3,190  90.86 81.83 86.10 75.97 

200%  6,380  86.87 88.56 87.70 78.34 

300%  9,570  84.00 91.86 87.75 78.34 

400%  12,760  83.26 92.67 87.72 78.93 

500%  15,950  84.04 93.34 88.45 81.63 

600%  19,140  86.50 93.65 89.93 83.62 

700%  22,330  86.64 94.41 90.36 84.34 

800%  24,520  84.18 98.12 90.62 84.79 

900%  26,720  86.17 98.50 91.92 85.72 

1000%  29,800  87.95 98.58 92.96 86.98 
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TABLE  3 
THE EFFECTIVENESS EVALUATION RESULT OF THE MODEL USING 

SMOTE AND RANDOM FOREST TECHNIQUES 
 

Percentage 
of Data  

Amount of 
Data 

Precision  
(%) 

Recall  
(%) 

F-measure  
(%) 

Accuracy  
(%) 

Original  3,190  82.56 87.55 84.98 74.29 

100%  4,533  94.17 90.93 92.52 86.24 

200%  5,865  95.34 90.31 92.76 86.65 

300%  7,202  93.16 91.93 92.54 86.25 

400%  8,539  94.15 90.54 92.31 85.83 

500%  9,877  95.84 93.10 94.45 89.56 

600%  11,214  96.94 93.91 95.40 91.25 

700%  12,551  97.87 95.10 96.46 93.20 

800%  13,889  96.66 97.42 97.04 94.27 

900%  15,840  97.09 98.21 97.65 95.42 

1000%  16,563  97.84 98.32 98.08 96.26 

 
Besides, when comparing the model effectiveness evaluation 
of data optimization with the Resample and random forest 
techniques for each new dataset by using the 10-fold cross-
validation method, it can be illustrated in Figure 6. For the 
SMOTE technique and random forest techniques, the model 
effectiveness evaluated by the 10-fold cross-validation method 
were compared, as shown in Figure 7. Comparing the model 
effectiveness evaluation using random forest techniques from 
the dataset with the 10-fold cross-validation method, the 
accuracy of the model for optimization data at 1000% with the 
SMOTE technique is higher than the Resample technique in 
every data range, as shown in Figure 8. 

 

 
 

Fig. 6. Comparison of model effectiveness evaluation of data 
optimization with the Resample and random forest techniques 

for each new dataset. 

 

 
 

Fig. 7. Comparison of model effectiveness evaluation of data 
optimization with the SMOTE and random forest techniques 

for each new dataset. 
 

 
 

Fig. 8. The comparison of model effectiveness evaluation 
between the Resample and SMOTE for each data range. 

 

5 CONCLUSION 

This research presents the optimization of data imbalances to 
help reduce data imbalances to improve the classification 
accuracy for predicting and filling the missing data in the 
process of database transfer from several databases to the 
central processing database or the new database system. By 
comparing the Resample technique with the SMOTE 
approach, it was found that the Resample technique 
generates the new sampling dataset is ten times of the original 
3,190 records and up to 29,800 records, which is higher than 
the SMOTE that generates the sampling data as 16,563 
records. When using the newly developed dataset as a 
prototype by random forest technique, then measure the 


