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Abstract—Cloud computing is associated with huge shared pool of resources with on-demand access to public in pay as you go fashion. Of late, due to
plethora of benefits from cloud, individuals and organizations started using cloud in one way or other. Thus there is almost exponential growth demand
for cloud services. The rationale behind this is the availability of infrastructure, software and platform services including storage and computing over
Internet. There is paradigm shift in the way computing is taking place with the emergence of cloud computing technology. Task scheduling is one of the
fundamental issues in cloud computing. It is associated with load balancing as well. Many meta-heuristic approaches came into existence to solve the
problem of load balancing with optimized task scheduling. Task scheduling needs to be optimized to have better strategies to withstand diversified tasks
and ever changing environments. In this paper we proposed an Ant Colony Optimization (ACO) based algorithm known as Enhanced Heuristic-Ant
Colony Optimization (EH-ACO) for load balancing through better task scheduling. ACO is a random search approach which can solve optimization
problems like load balancing by efficiently mapping incoming jobs to VMs. Key role of the paper lies in reducing makespan of given set of tasks besides
balancing load. The ability to balance load is improved as the load balancing factor is associated with job finishing rate. The proposed algorithm has
underlying strategy for effective scheduling of cloud tasks. The proposed algorithm is implemented using “CloudSim” toolkit. Empirical outcomes

revealed that our algorithm provides comparable performance improvement over other ACO based approaches.

Index Terms — Cloud Computing, Load Balancing, Task Scheduling, Load Balancing, CloudSim, ACO, MACO, Round Robin.

1 INTRODUCTION

CCORDING to National Institute of Standards and

Technology (NIST) cloud computing is a novel model

of computing with certain characteristics such as on-

demand self-service, broad network access, resource
pooling, rapid elasticity, and measured service. It has
services models pertaining to software, infrastructure and
platform and deployment models in terms of private cloud,
public cloud, community cloud and hybrid cloud [11]. In
other words cloud computing is a distributed Internet
computing that can be integrated with Information
Technology (IT) systems of organizations across the globe
for obtaining on-demand services in pay-per-use fashion
[12].

With respect to cloud computing, load balancing
and cloud task scheduling are both related tasks that are
important and fundamental for successful cloud computing
ecosystem. Many researchers contributed towards making
algorithms to achieve load balancing. One such algorithm is
ACO which is a random search algorithm as explored in
[13]. A modified ACO algorithm was proposed in [14].
From the state of the art, it is understood that balancing the
in cloud computing is an optimization problem that needs
further investigation.

In this paper - we proposed an ACO based
optimization technique that considers load balancing factor
and achieves it through optimized cloud task scheduling.
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The reminder of the paper is structured as follows. Section
2 provides prior works related to load balancing. Section 3
provides details of the proposed approach. Section 4
presents CloudSim overview. Section 5 provides
experimental results while section 6 throws light into
deriving conclusions and providing recommendations for
future work.

2 RELATED WORKS

Load distributed strategies can be traced back to 1990s
where locally distributed systems are widely used for
balancing load. Such systems had mechanisms to know the
level of load on locally distributed systems and make
necessary decisions to ensure the load is balanced. Such
systems adapted different algorithms such as sender-
initiated  algorithms,  receiver-initiated  algorithms,
symmetrically  initiated algorithms, and adaptive
algorithms [3]. Chaczko et al. [4] explored two aspects of
cloud computing which represents load balancing and
availability. The former refers to balance of load in cloud
computing while the latter reflects the service availability in
cloud computing. Both are important for successful
adaptation of cloud services. They explored the two factors
using a case study based approach.

Randles et al. [6] studied various techniques used for
distributed the load in cloud with service oriented
architecture (SOA) in place. They investigated three
distributed solutions namely active clustering, biased
random sampling, and honey bee foraging behavior.
Penmatsa & Chronopoulos [7] defined a load balancing
solution built on game-theoretic approach for distributed
systems. Nash Bargaining Solution (NBS) was the
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underlying mechanism in their solution. Grosu et al. [8]
also used game-theoretic approach in the form of
cooperative games for balancing the work load in
distributed environment. Incidentally, their solution is also
based on NBS. Aote & Kharat [9] proposed yet another
model for balancing the load in distributed environment.
Nishant et al. [5] proposed an approach that considers load
balancing of nodes in cloud computing using ACO. They
employed an enhanced approach to ACO for focusing on
load balancing of nodes involved in computing. The
algorithm was aware of peak usage hours and performs
load balancing accordingly.

Xu et al. [10] proposed cloud partition based approach for
load balancing where partition states such as “IDLE”,
“OVERLOADED” and “NORMAL” are used to balance the
load. All the existing load balancing solutions provide
different approaches to solving the problem. However, we
believe that load balancing and cloud task scheduling are
optimization problems that need further research. In this
paper we investigated the problem of load balancing by
computing load balance factor in the context of task
scheduling using CloudSim toolkit.

3 PROPOSED HEURISTIC APPROACH FOR LOAD
BALANCING

We considered cloud load balancing as combinatorial
optimization problem. We found that ACO technique can
be used to solve such optimization problem as far as there
is possibility to state problem depiction, heuristic
desirability, constraint satisfaction method, pheromone
update rule, and probabilistic update rule. The problem is
represented as a graph which is denoted as G = (N, E). N
represents a set of nodes associated with virtual machines
while E denotes a set of edges that define connections tasks
and virtual machines as shown in Fig. 1.

\ Taski ‘ ‘ Task2 ] l Tasks ‘ - Taskn
\ ~ 5
g

‘ VM2 ‘ ‘ VM3 ‘ ‘ VM n ‘

Fig. 1. Problem representation in ACO

Tasks are associated with virtual machines. This is the
scenario in which load balancing needs to be optimized in
terms of good job scheduling approach.
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A simple solution is described, that is the inverse of
expected execution time of it task on jth VM. The
constrained satisfaction method used is short term memory
that holds visited VM to avoid repeated visits in an ACO
procedure. Pheromone updating rule is required by typical
ACO. On all edges pheromone is evaporated. Ants deposit
pheromone on all visited edges. This behavior is related to
influencing quality of the solution provided by ants in
ACO.

The basic ideas are obtained from ACO for the
proposed algorithm in this paper. The algorithm makes use
of different aspects such as rule for choosing next VM for
scheduling, computing load balancing factor, and so on.
The rule of choosing VM is as presented in Equation (1).

{arg maXsEallowedk{(a *-:fét)) + (1 - (X) * Njg
1e o o
\ Jifg > qo

Here Tj;(t) represents pheromone concentration at given
time t on the path between VM j and task i. LBs is the load
balancing factor of VMs. Load balancing factor is computed
as in Equation (2).

LBS -1— Tots—LTavg (2)

Tots+LTavg

The average execution time of virtual machines is
represented as LTavg. The expected execution time of the
tasks is computed as in Equation (3).

TOt] = Sumiel](di]-) (3)

The value of j is computed as shown in Equation (4).
j

J (OC* Ti]'(t)) + ((1 - O() * nij) + LB]
= 1 X seallowedy (oc* T (t)) + ((1 — ) * nii) + LB

0, otherwise

)

ifj € allowedy

The imbalance among virtual machine is computed as in
Equation (5).

Tmax—Tmin
DI = o )
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The proposed algorithm EH-ACO which is based on ACO
is as follows.

Input: Incoming VMs and cloudlets
Output: Optimized scheduling
Initialize cloudletList and tempCloudletList to null
On arrival of cloudlets, put them into cloudletList
Do while cloudletList is no empty
Compute size of VM list to n
IF size of cloudletList > n THEN
Copy first arrived cloudlets to tempCloudletList
Compute Load Balance Factor
ELSE
Copy all cloudlets to tempCloudletList
Execute ACO procedure for tempCloudletList and n
Compute Load Balance Factor
End Do

Print “Optimized Cloud Task Scheduling with Load
Balance Factor”

Stop

The algorithm employs ACO optimization for enhanced
performance in load balancing through optimized cloud
task scheduling using load balancing factor.

4 OvVERVIEW OF CLOUDSIM

CloudSim is a simulation toolkit which is used to model
and simulate systems pertaining to cloud computing. In
other words it provides simulated cloud computing
environment with support for both system and behavioral
models of cloud system components like data centers, VMs
and so on [2]. As it is not possible and not feature to gain
access to real cloud environments like Microsoft Azure,
Amazon EC2, and Google App Engine for research
purposes. Therefore a simulation environment was needed.
This gap was filled by CloudSim. The main features of
CloudSim include support for modelling and simulation of
data centers, virtual machines, visualized server hosts,
allocation of resources to VMs, user defined strategies,
simulation of federation clouds, and dynamic resource
provisioning [1].
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Fig. 2. Architecture of CloudSim [1]

As shown in Fig. 2, it is evident that the CloudSim based
applications need three layers. At the bottom CloudSim
core simulation engine lies. In middle CloudSim and at the
top user code lies which contains simulation specification
and scheduling policy. CloudSim provides user interface
structures, VM services, cloud services, cloud resources and
network related services. There are different classes
supported by CloudSim. Some important classes used in
this paper are shown in Fig. 3.
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Fig. 3. CloudSim classes used in simulation
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Datacenter: It consist a group of computer hosts that may
be homogenous or heterogeneous in nature. These hosts
work together.

DataCenterBroker: It is a broker which mediates
interactions between SaaS and CSPs
CloudInformationService: It is responsible to register data
center entities and discover resources.

VmAllocation: It is responsible to allocate VMs to host
computers. It is a provisional policy which works at data
center level.

VmScheduler: It models scheduling policies such as time-
shared and space-shared. This class is required to allocate
processor codes to virtual machines. For every host in data
center, this runs in data center.

Host: It represents a physical server which exists in data
centers.

Vm: This class encapsulates a “Virtual machine”. It's run in
hosts in cloud-data centers.

Cloudlet: This class encapsulates the cloud-based
application services.

CloudletScheduler: It is an abstract class which is
implemented by different classes with different scheduling
policies such as time-shared and space-shared. It is meant
for sharing processing power among various cloudlets used
in the simulation.

5 REsULTS OF SIMULATIONS

Experiments are done with CloudSim toolkit with the
size of data centers 10, virtual machines 50, and tasks from
100 through 1000. The task length is from 1000 through
20000 Millions of Instructions (MI). Task (cloudlet) has
parameters such as length and total number of tasks set to
1000-20000 and 100-1000 respectively. VM parameters used
include total number VMs, MIPS, RAM used by VM,
bandwidth, cloudlet scheduler, and number of PEs needed.
These parameters are set to 50, 500-2000, 256-2048, 500-1000,
space-shared and time-shared scheduling and 1-4
respectively. With respect to data center, number of data
centers is 10, number of hosts is 2-6 and VMscheduler is set
to space-shared and time-shared.

Experimentations are made by altering various ACO
parameters related with scheduling. a, M, B, p, Q and Tmax
are the parameters used in Experiment. Where a represents
relative weight of pheromone, M represents number of
ants, [ represents visibility information (distance), p
represents pheromone update, Q represents random
number uniformly distributed and Tmax represents
maximum number of iterations allowed. These variables
are set with certain default values in each experiment. Some
parameters set to fixed values and one varying parameter is
observed. The observations are in terms of makespan to
find the total time taken by a set of jobs to get executed.
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Fig. 4. Performance of ACO against Alpha
(B=1, p=0.5 Tmax=150 and M=8)

As shown in Fig. 4, the alpha has its impact on makespan
besides other parameters considered for experiments.
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Fig. 5. Performance of ACO against Beta
(a=3, p=0.4, Tmax=150 and Q=100 and M=8)

As shown in Fig. 5, the beta has its impact on makespan
besides other parameters considered for experiments.
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B=1, Q=100, Tmax=150 and M=8) (a=3, B=1, p=0.4, M=8 and Q=100)
As shown in Fig. 6, the Rho has its impact on makespan As shown in Fig. 8, the Tmax has its impact on makespan
besides other parameters considered for experiments. besides other parameters considered for experiments.
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Fig. 7. Performance of ACO for Q values M
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Fig.9. Performance of ACO for different values of M
As shown in Fig. 7, the Q has its impact on makespan (a=3, p=1, p=0.4 Tmax=100 and Q=100)

besides other parameters considered for experiments. o , o
As shown in Fig. 9, the M ants” numbers has its impact on

makespan besides other parameters considered for
experiments.
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Fig. 10. Average Makespan of ACO, MACO [4], and
Proposed EH-ACO

As shown in Fig. 10, the performance of ACO, MACO and
proposed EH-ACO based algorithm are compared in terms
of makespan.
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Fig. 11. Average Makespan of FCFS, RR, ACO

As shown in Fig. 11, the performance of ACO, RR and FCFS
algorithms are compared in terms of makespan.
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6 CoNcLUSION AND FUTURE WORK

In this paper, we defined an ACO based algorithm
known as EH-ACO for optimizing the load in cloud
computing by computing the load balancing factor. The
defined algorithm achieved it with its underling task
scheduling strategy. The algorithm strives to find resource
allocation optimally for batch tasks in a dynamic and
distributed cloud computing eco system. On the entire
cloud computing system, the proposed algorithm also
reduces makespan of tasks. It has self-adapting criteria
pertaining to control parameters besides having a load
balancing intention. Experiments are made using CloudSim
toolkit with different number of cloud tasks from 100
through 1000. The toolkit is used to evaluate the
functionality of the proposed algorithm. Experiments are
used to determine best values for ACO parameters.
Afterwards the makespan of proposed algorithm is
compared with other ACO based approaches. The
simulation results revealed that the defined algorithm
provides improved performance over other algorithms. We
find some important directions for future work. First, it is
interesting to investigate the optimal or fine-grained pricing
strategies to bring about equilibrium in the advantages of
CSPs and service users. Second, it is also interesting to
know the impact of optimized or fine-grained pricing
strategies on balancing the load in cloud computing.
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