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Abstract: Voice is a part of human that has unique characteristics and can be distinguished from one person to another so that it can be used for 
loudspeakers as needed to use biometric sounds in the process of logging into applications to be developed. The process of appreciating in this study 
uses the K-Nearest Neighbor (K-NN) method, where the collection process is carried out using feature extraction data that has been previously obtained 
using MATLAB R2013a software. The voice data used for speaking speakers consists of 5 speakers with 3 men and 2 women, each speaker says the 
same word, namely login. The amount of data is 75 voice data taken from 5 speakers, where 50 data are training data, and 25 data are test data. This 
research has the result of completion of 4 speakers by 40%, and 1 speaker by 20%. 
 
Index Terms: Biometric,  Feature Extraction, Identification, K-Nearest Neighbor, Speaker, Speaker Recognition, Voice.   
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1. INTRODUCTION 
VOICE is one way to know and recognize one’s character. 
Human can recognize someone through his voice, for example 
the speaker's identity, speech style, accent, emotions and 
health conditions of the speaker. The rapid development of 
technology has led to the existence of new technologies, 
namely the processing of human voice signals that will be 
developed into the speaker recognition. Speaker recognition is 
the process of identifying a person based on the 
characteristics of the sound spoken [1]. Speech processing is 
a diverse field with many applications, such as the introduction 
of speakers including verification of speakers and identification 
of speakers [2]. The speech processing architecture can be 
seen in Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 shows the area of speech processing and  the 
introduction of speakers that are interconnected with other 
fields; this research focuses on the identification of speaker 
recognition. 
The application of speaker recognition can be used for the 
biometric field, several biometric categories using 
characteristics that can be used as indicators to recognize 

someone like: face, fingerprint, iris, sound etc. Sounds that are 
used as biometrics have several advantages over other 
biometrics, namely: login remote is possible, easy to 
implement and does not require special hardware [3]. Apart 
from these advantages, biometric sounds still can’t be widely 
implemented because of the many problems, such as: 
security, intonation, surrounding environmental noise, changes 
in human voice itself, etc [4]. 
 

2 RELATED WORK 
 
2.1 Speaker Recognition 
Many methods are used to identify speakers, such as the Mel 
Frequency Cepstral Coefficient method, MFCC is a method 
used in the introduction of speakers to describe the 
characteristics of a signal, which has a relationship to the 
characteristics of the speaker vocal channel so that it can 
distinguish between one speaker and speaker others [5]. 
Praveen and Thomas in [6], obtain results with the same 
method, using FAR, FRR and EER parameters with attainment 
rates of 96.18% for cluster 5 size in each coefficientThe 
research in [7] discussed about speaker recognition using 
MFCC-VQ and MFCC-GMM for hindi speech samples, the 
accuracy of text independent recognition is 77.64% and 
86.27% respectively. However, for text dependent recognition , 
the accuracy has increased significantly. In addition of the 
MFCC method, other methods used in text independent 
speaker recognition are i-vector methods [8-13]. The research 
in [14] discussing speaker recognition with hybrid features, the 
experimental results show that using hybrid features can 
improve performance in the speaker classification process. In 
this research, the classification method used is K-Nearest 
Neighbor (KNN) to identify speakers by using feature 
extraction data that has been obtained previously. 
 
 2.2 Methodology 
The method used in this study is the prototype method. 
Prototype method is the initial form of system design that is 
used to describe concepts, design experiments, find more 
problems and provide solutions [15]. With listen to customer, 
build/revise mock-up, and customer test drives mock-up, as 
described in Figure 2[16]. 
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Fig. 1. Speaker Recognition 
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The following is an explanation of the prototype method in 
Figure 2 is: Listen to customer: This first step in this research 
process is doing a needs analysis and define needs like as 
voice sample data used to identify of speaker recognition. 
Build or revise mockup: After the data is obtained, the next 
step is to compile the sound sample data so that it can be 
analyzed and tested using the K-NN method. Customer test 
drives mockup: After the voice sample data is compiled, the 
last step in this prototype method is testing new sample data in 
order to succeed in identifying who is speaking. 

 

3 K-NEAREST NEIGHBOR 
K-Nearest Neighbor (KNN) is a method used to classify 

objects based on learning data that has the closest distance to 
the object, this method aims to classify recently entered 
objects based on training data samples [17]. This method is 
like a clustering technique, which is a technique for grouping 
new data that is input based on the distance of new data to 
some of the closest data [18]. In this research, the object to be 
classified used K-NN method is the voice sample data 
obtained from each speaker. 
The classification process of the K-NN method can be seen in 
Figure 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

The following is an explanation of the classification process: 
Determine the parameter K (number of closest neighbors). 
Calculating the distance of the object to the training data 
provided. Sort data that has the closest distanceDetermine the 
category of trial data obtained from the number of closest 
neighbors. The equation for calculating the object's distance 
from the training of the data provided, which is: 

 
    (1) 

   

 
 (x1, y1) is the variable value of the new object that is initiated, 
while (x2, y2) is the variable value of each neighbor in 2 
variable. 
In this paper there are more than 2 variables to calculate the 
distance using the Euclidean Distance formula [19], shown in 
equation (3): 

 
     
 

      (2) 
           

 
 
 
Equation (2) shows, d = Euclidean Distance, x = The variable 
value of each neighbor, y = The variable value of new object, i 
= Variables to, n = Number of variables 
 

4 RESULT AND ANALYSIS 
Voice samples used in this study were recorded and extracted 
features using MATLAB R2013a software which had been 
obtained in previous studies. Table 1 shows a description of 
the sample data carried out by 5 speakers. Ten per-speaker 
voice sample data was taken. 

 
TABLE 1 

SAMPLE DATA DESCRIPTION 

The Name of The 
Speaker 

Speech Gender  
Repeated 
Time 

Speaker 1 login man 10 times 

Speaker 2 login woman 10 times 

Speaker 3 login man 10 times 

Speaker 4 login woman 10 times 

Speaker 5 login man 10 times 

 
The feature extraction process using MATLAB R2013a 
succeeded in getting the characteristics of each voice sample 
spoken by each speaker, but because the results of the 
characteristics of each speaker still have a value that is not in 
the same scope, therefore data normalization is done using Z-
ScoreWhere each voice sample has 13 features represented 
by C1-C13, feature extraction of speaker 1 can be seen in 
Figure 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Feature extraction of speaker 2 can be seen in Figure 5. 
 
 

 

Fig. 2. Prototype Method 

 

 

 

Fig. 3. K-NN Method 

 

 

2

12

2

12
)()( yyxxd 

22

22

2

11
)(...)()(

nn
yxyxyxd 

2

1

)(
i

n

i

i
yxd  



 

Fig. 4 Speaker 1. 
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Feature extraction of speaker 3 can be seen in Figure 6. 
 

 

 
 
 
 
 
 
 
 
 
 
 

TABLE 2 
ALL RESULT ECLUDIAN OF 5 SPEAKER 

Voice 
Sample  

Speaker 
1 

Speake
r 2 

Speake
r 3 

Speake
r 4 

Speaker 
5 

1 0.816 0.862 0.904 0.961 1.135 

2 0.835 1.137 1.199 0.685 0.773 

3 1.013 1.203 0.965 1.172 1.076 

4 0.686 1.043 1.234 1.261 0.982 

5 0.924 0.898 1.240 0.718 1.026 

6 1.155 0.910 0.827 0.995 0.998 

7 0.863 1.090 0.935 1.241 0.707 

8 1.076 0.815 0.831 1.147 1.079 

9 1.000 1.076 1.188 1.299 1.040 

10 0.733 0.765 0.946 1.034 1.402 

 
Feature extraction of speaker 4 can be seen in Figure 7. 

 
 

 
 
 
 
 
 
 
 
Feature extraction of speaker 5 can be seen in Figure 8. 

 
 
 
 
 

 
 
 
 
 
 
 

 
Next, feature extraction data will be classified using the K-NN 
method, following the steps of the classification process: 
Determine the Parameter KIn this research, the parameter K 
used is 4, K = Number of closest neighbors. Calculated the 
Distance of the Object to the Training Data ProvidedBefore 
performing calculations, new test data to be classified can be 
seen in Figure 9. 
 
 
 
 
 
After the new test data is entered, then it is calculating the 
closest distance from the new data with the training data 
obtained from each speaker. Calculation of the closest 
distance from the new test data to the training data is carried 
out up to 5 speakers, all the closest distance data from 5 
speakers can be seen in Table 2. Sort Data that has the 
Closest Distance (Ascending) The next step is to sort the data 
calculated by ascending distance from all the speakers, the 
results of sorting can be seen in Table 3. 
 
Determine the Category Classification. 
The final step of the K-NN classification process is to 
categorize the ordered data based on the number of closest 
neighbors that have been determined in the first step, where K 
= 4, then select 4 data that has the smallest distance as 
shown in Table 4. 

TABLE 4 
DETERMINE 4 DATA WITH SMALLEST DISTANCE 

The Name of 
The Speaker 

Gender 
Ecludian 
Distance 

Smallest 
Distance 
Ranking 

Speaker 4 Woman 0.685 1 

Speaker 1 Man 0.686 2 

Speaker 5 Man 0.707 3 

Speaker 4 Woman 0.718 4 

 
By sorting the smallest distance from the new test data on the 
training data, because the priority comparison of the speaker 
samples is 2 data (Speaker 4) > 1 data (Speaker 1 and 
Speaker 5), it can be concluded that the speaker test data can 
be identified as Speaker 4. The K-NN concept based on the 
results of this research can be seen in Figure 10. 
 
 
 
 

 

Fig. 5. Speaker 2. 

 

 

Fig. 6. Speaker 3. 

 

 

Fig. 7 Speaker 4. 

 

 

Fig. 8 Speaker 5. 

 

 

Fig. 9. New sample of Speaker 4. 
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TABLE 3 
20 DATA RESULT ECLUDIAN OF 5 SPEAKER AFTER SORTING 

The Name of 
The Speaker 

Gender 
Ecludian 
Distance 

Smallest 
Distance 
Ranking 

Speaker 4 Woman 0.685 1 

Speaker 1 Man 0.686 2 

Speaker 5 Man 0.707 3 

Speaker 4 Woman 0.718 4 

Speaker 1 Man 0.733 5 

Speaker 2 Woman 0.765 6 

Speaker 5 Man 0.773 7 

Speaker 2 Woman 0.815 8 

Speaker 1 Man 0.816 9 

Speaker 3 Man 0.827 10 

Speaker 3 Man 0.831 11 

Speaker 1 Man 0.835 12 

Speaker 2 Woman 0.862 13 

Speaker 1 Man 0.863 14 

Speaker 2 Woman 0.898 15 

Speaker 3 Man 0.904 16 

Speaker 2 Woman 0.910 17 

Speaker 1 Man 0.924 18 

Speaker 3 Man 0.935 19 

Speaker 3 Man 0.946 20 

 
 
 
 
 
 
 

The following are the results of testing of all testing data on 
training data, as can be seen in Figure 11. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The analysis results based on Figure 11, obtained the 
accuracy of the results of the data testing of each speaker are 
as follows: 

 

Speaker 1,3,4,5 = %40%100
5

2
x  

Speaker 2         = %20%100
5

1
x  

The calculation results of the accuracy of Speaker 1, Speaker 
3, Speaker 4 and Speaker 5 are 40% and Speaker 2 is 20%. 
This happens because of the sound recording process, the 
speed of sound spoken, the surrounding noise level, and the 
clarity of the speaker in pronouncing a predetermined word. 
 

5 CONCLUSION AND FUTURE WORKS 
Based on the research that has been done, the K-NN 
classification method successfully identifies the speaker test 
data on the training data based on the spoken word. 
Subsequent research is expected to use a far greater amount 
of data testing, and in the process of sound recording or data 
retrieval taking into account the conditions of sound collection, 
such as noise level, spoken sound speed and spoken sound 
clarity, so that research results can be found better. In the 
future, the purpose of this research is to create an android-
based voice assistant system, so that it is not only to identify 
who is speaking, but what application users are talking about 
and can be analyzed for audio forensics. 
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